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FOREWORD

Prepared by the OECD Directorate for Science, Technology and Industry, the
STI! Review, which is published twice yearly, presents studies of interest to
science, technology and industry policy-makers and analysts, with particular
emphasis on cross-country comparisons, quantitative descriptions of new trends
and identification of recent and future policy problems. Because of the nature of
OECD work, the ST/ Review explores structural and institutional change at global
level as well as at regional, national and sub-national levels. Issues often focus
on particular themes, such as surveys of firm-level innovation behaviour and
technology-related employment problems.

New forms of innovation prompt us to re-examine the way the strengths and
weaknesses of national innovation systems are diagnosed, with a view to guiding
government policy on backing innovation and shaping the general conditions in
which scientific and technical knowledge is put to economic use today. Issue 16 of
the ST/ Review covers all these areas, which it illustrates using the example of
policies for encouraging innovation in SMEs and the standards process.

The views expressed in this publication do not necessarily reflect those of the
Organisation or of its Member countries. The ST/ Review is published on the
responsibility of the Secretary-General of the OECD.
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INTRODUCTION

The concept of “creative destruction”, as popularised by innovation econom-
ics, conveys -a fundamental aspect of the mechanisms of economic and social
development. It is a concept which strikes a deep chord at the present time, when
the social consequences of transforming our economies in response to the accel-
eration of globalisation and the rapid development and diffusion of information
technologies are causing serious concern. The emergence of a knowledge-based
growth model has not proceeded without setbacks and the immediate costs of
such a model are far more obvious than its benefits. Governments are under
pressure to show that this metamorphosis will rapidly deliver substantial, evenly-
distributed gains and to implement policies which will facilitate the necessary
changes. In order to do so, they need to be given reliable diagnostic tools and
guidelines to help in formulating their policy responses. The conceptual frame-
work upon which they have traditionally relied, however, has been seriously
weakened by the sheer breadth and depth of the economic changes now occur-
ring. The challenge confronting economics research is to help provide greater
insight into the workings of an increasingly knowledge-based economy, so that
governments can take informed action to promote growth that is likely to generate
more, high-grade jobs.

Innovation, a federative process

Such action calls for a wide range of initiatives in very diverse fields, all of
which must be made to work towards a common end. The-challenge in any
analysis of the determinants and benefits of innovation is as much to facilitate the
convergence of such initiatives as to inform aspects of government policy specifi-
cally geared to supporting research activities. The reason for this is that innova-
tion is a process which encompasses all the elements that must be taken into
account in order to improve the integration of government policies and the linkage
between the different levels of action involved (local, national, regional, global).
For example:



— the micro-macro link (innovation is the result of a firm’s desire to minimise
the uncertainties of competition subject to the constraint of general equilib-
rium factors); :

— the link between economic and social factors (innovation requires social -

~ adaptation since it is generated at the interface between culture and tech-
nology, at the level of either the firm or of society as a whole);

— consistency among the different territorial dimensions of the development
process (innovation is the process by which a firm integrates know-how of
various sorts gleaned from its environment at local, national or world level);

— the interaction between the logic of the market and that of other institutions
in determining development trajectories (cf. the concepts of national inno-
vation systems, technology trajectories and interactive learning among the
economic agents in the system);

— the link between the financial and the real economy (the ability to manage
innovation-related risks is fundamental to the efficiency of financial
markets);

— the respective role of standardisation and institutional variety as a source
of economic and social progress;

— the inertia of the economic structure and the dynamics of its transformation
(e.g. the concept of path-dependency).

Research into innovation has gradually equipped itself for the task in hand.
Initially by departing from the narrow view which equated innovation to R&D, and
later by breaking with the linear model for the commercialisation of scientific and
technical knowledge. Lastly, it resisted the temptation to develop itself as an
alternative, rather than the necessary complement, to the predominant and prima-
rily neo-classical approach to the analysis of macroeconomic phenomena. The
OECD’s current work on innovation systems is part of an eclectic approach which
draws on both neo-classical economics and innovation theory (the evolutionary
school, for example) and introduces hypotheses inferred from the unprecedented
problems that decision-makers experience in managing a knowledge-based
economy.

New workable concepts

The work reported in this review is guided by a number of major considera-
tions. The first of these is the importance of consolidating the conceptual bases
for the analysis of innovation systems, to give a more accurate picture of the
changes that are now affecting innovation modes, chiefly as a result of the
increasing ease and plummeting costs of accessing and processing information in
all forms. From this perspective, innovation and standardisation are becoming so



inextricably linked in the knowledge-based economy that the inclusion of papers
on both innovation and standardisation in this review is fully justified.

The approach proposed in the report by P. David and D. Foray is to:

— consolidate the concept of a knowledge-based economy by analysing the
interactions within innovation systems as a network of flows of knowledge
in various states (technology-embodied/product-embodied, codified, tacit,
public, proprietary, etc.);

— transcend the knowledge generation/diffusion dichotomy by defining the
notion of “knowledge distribution”;

— acknowledge the variety of forms of innovation and of the ways in which
they can contribute to welfare, by establishing causal links between
“knowledge distribution power” and performance, at different levels within
the economic system.

The second consideration is to make these concepts workable, starting by
testing them empirically, thereby paving the way for the development of a new
generation of indicators. This is the aim of a project recently launched by the
OECD and outlined in the paper by K. Smith.

The importance of “framework conditions”

The third consideration is the need to reach a better understanding of the
influence of certain environmental factors (or “framework conditions” to use a
term very much in vogue) on the innovation process: factors such as the workings
of the education system, the labour market and the financial market. R. Chabbal’s
paper gives an example of such a comprehensive approach to the problem of
promoting innovation in SMEs.

Of these framework conditions, innovation infrastructure warrants close
attention. Some of the infrastructure is tangible (modern communication equip-
ment), some intangible (intellectual property rights, or standards). Standards play
a role all too often neglected in the creation of technological trajectories, and of
the links which develop between them, to shape the innovation system. This role
is exemplified in the paper by E. Brouwer and A. Kleinknecht in the case of the
services sector. :

Governments must henceforth take into consideration a wide range of factors
which are determinants of technical progress and of the diffusion of technological
advances throughout the economic and social fabric — a range which is much
wider now than even quite recently, when research and development were the
sole focus of attention. Governments can no longer afford to ignore the fact that
the system that exploits the results of research involves whole series of technical
stages — ranging from testing to full-scale trials, by way of demonstrations, quality



control checks and certification to standards — upon which the application of new
technologies depend. :

The role of standards

Standards have assumed even greater importance with the advent of the
~ “information superhighway” and the new world-wide economic implications of
information and telecommunication technologies (IT). These technologies can
only reach their full potential when their applications are integrated into networks
which can be easily accessed and in which information circulates easily. This
gives some idea of the enormous economic influence wielded by the standards
system, which governs the critical interfaces between different types of hardware
and software.

The standards system has traditionally been based upon the voluntary
participation of interested parties (private and public sector) and upon a process
of consensus-building aimed at responding to market stimuli. The voluntary
nature of the resulting standards is an important factor in their effectiveness. The
formal procedures which have worked satisfactorily since the 19th century must
now be overhauled to allow for the rapid pace of technical progress in the IT field,
the political and economic implications of the relevant standards and the increase
in the number of actors involved. Three of the papers in this review address
certain of these aspects.

The institutional framework of standardisation

Although standardisation procedures are of a voluntary and consensual
nature, governments have a role to play in improving them. R. Hawkins outlines
the prerequisites for a country to have the institutional instruments and pro-
cedures which will allow it hold its own in discussions which could have a major
impact on its competitiveness. If a country is to do so, those involved at national
level must be made aware of the issues and must have the necessary mecha-
nisms and apparatus to enable them take a stance on the options under dis-
cussion. National bodies must also be able to defend their position in a number of
international bodies. Lastly, the success of standardisation is dependent upon a
set of conditions (awareness of the business community, adequate human
resources, development of services, consistent decisions by the administration,
etc.) which call for particular attention.
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Role of private and public users

IT standardisation has long been the almost exclusive province of hardware
manufacturers and service operators or suppliers. A profound change now taking
place is the growing voice given to different user groups. Involving users is not
always easy, owing to the proliferation of national regional and international
bodies, the complex procedures and substantial costs which such an effort
entails. J. Rankine cites various examples showing that it can be worthwhile to
give users a voice, albeit to greater or lesser effect, within the appropriate bodies.
Progress in this area, encouraged by electronic networks which facilitate user-
involvement, also depends upon the openness of the standards bodies.

In most Member countries, as R. Cowan points out, governments are among
the largest IT users. The technology choice that the public sector makes inevitably
has an impact on private sector choice. Hence the importance of public procure-
ment, which can be decisive in determining the standards of the future. These
implications are not always clearly perceived and taken into account by decision-
makers. That is why it is important to weigh the impact of government procure-
ment more carefully and to determine what strategies will best take account of the
technological, economic and political implications. As far as standardisation goes,
the stakes and the conflicts between players are increasing, and there may well
be a case for governments to step in as mediators.

Jean Guinet
Georges Ferné
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I. INTRODUCTION AND OVERVIEW

That there exists as an attribute of modern economies a set of entities
(or perhaps functional properties) which it is useful to characterise as their respec-
tive national systems of innovation, is a proposition that has been gaining wider
and wider currency among academic economists and science and technology
policy experts. It has come to be seen as providing not only the conceptual
foundation for undertaking comparative studies of scientific and technological
development and its relationship to the dynamic economic performance of entire
nations, but also as a rationale for the investment of national resources in sup-
porting a nation’s “innovation system infrastructure”. Although the phrase
- “national systems of innovation” is employed in various ways, a consensus
seems to have emerged that it refers generally to structures of economic organi-
sation whose scope is far more comprehensive than the quantifiable aspects of
R&D performance financed by private companies and the state, and which,
through their bearing upon the generation and diffusion of innovations, contribute
to the improvement of productive efficiency (see for example, the article by
K. Smith in this volume).

In the economics literature the concept of national systems of innovation
originally introduced by C. Freeman (1987) has been given further intellectual
coherence and policy impetus through the formulation provided recently by
B.-A. Lundvall and his colleagues in National Systems of Innovation (1992). There
the systems in question are defined as being comprised of those elements of
social organisation and behaviour, and the relationships among them, that are
either “located within or rooted inside the borders of a national state”, and that
interact in “the production, diffusion and use of new, and economically useful
knowledge”. However sensible it is to link the innovative capabilities of a society
with the ways in which its economic and social organisation affects the acquisition
and utilisation of useful knowledge by its constituent members and agencies, one
must observe that these are neither strikingly original, nor rhetorically stirring
propositions on their face. What, then, accounts for the current rise in the popular-
ity of the national systems of innovation concept?

It would appear that the attention that discussion of national systems of
innovation is coming to command outside purely academic research circles
derives in no small part from the association of the subject matter with the growth
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of interest in and sympathy for national economic strategies directed to enhancing
“competitiveness” under conditions of ever-intensifying global economic rivalry.
The phrase has come to evoke (and has, in turn, acquired some nuances from)
the new spirit of “techno-nationalism” which, during the 1980s especially, began
animating economic policy discussions in the industrialised and industrialising
nations alike. Techno-nationalism, as described by Richard Nelson and Nathan
Rosenberg (1992, Chapter 1), is what one gets by combining two beliefs, each of
which have come to be more and more widely held: j) that the technological
capabilities of a nation’s firms are a key source of their competitive prowess; and
i} that the formation of such capabilities is not only a process conditioned by
national affiliation and location, but is amenable to governmental management —
that is, competitive capabilities “can be built by national action” (see Foray and
Freeman, 1992). _

In this essay we re-examine the usefulness of the cluster of ideas regarding
technological progress and knowledge-based economic growth that have come to-
be connected with the national systems of innovation concept. Building upon
those foundations, we offer a framework of analysis intended as a guide for future
empirical research and policy discussions in this area. In the latter connection,
we believe it is most important to recognise that the economic benefits of co-
operation are especially great when one is concerned with the production and
utilisation of scientific and technological knowledge. We point out the danger that
these may be jeopardised by “techno-nationalist” approaches to policy that
emphasize only the private value of non-co-operative strategies. We caution
against the mis-appropriation of the concepts and terminology of “tacit
knowledge” and “localised innovation” by policy advocates who are essentially
neo-mercantilist in their readiness to lend governmental encouragement and sup-
‘port for the development of capabilities best suited to the pursuit of national
rivalries over the commercial appropriation of economic benefits from existing
stocks of scientific and technological knowledge, and that seek to restrict access
and limit “spillovers” of new knowledge created by the investment of national
resources.

From ‘“national systehs of innovation” to national profiles in learning
systems for scientific and technological knowledge-based economic
development

One of our main analytical purposes in this undertaking is to develop an
economic framework within which comparative studies (using both quantitative
and non-quantitative data) can be carried out on a national basis. That objective
parallels the stated aim of Richard Nelson in organising the set of national studies
recently appearing in the volume under his editorship entitled National Innovation
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Systems (1992). But the approach we have adopted is far less all inclusive than
that proposed by Nelson. However great the influence on the long-run “perform-
ance” of modern business firms and economies that may be attributed to their
command over knowledge about technological and scientific opportunities and
constraints — and we accept the view that such knowledge is a critical factor in the
capacity to remain competitive through -successful innovation — the scope of the
framework articulated here remains less comprehensive than would be required
to accommodate Nelson’s broad definition of “innovation” as “what is required of
firms if they are to stay competitive” in industries where technological advance is
significant. On this score our framework will be seen to be rather closer to that of
Lundvall, in being focused upon the effectiveness of private organisation and
public institutions, and on the ways in which they interact in the production and
distribution of economically-relevant knowledge throughout the economy.

Yet, because we are concerned ultimately with the determinants of long-run
economic performance, and because scientific and technological knowledge, in
our view, is more cumulative in character and more durable in its economic
relevance than are other kinds of knowledge that economic agents find valuable
in the day-to-day conduct of their activities, we have not thought it necessary to
follow Lundvall’s effort to extend the notion of learning to encompass all aspects
of knowledge that are relevant to the successful conduct of economic activities —
however logically attractive that may be. Instead, the discussion that follows
focuses on learning systems for scientific and technological knowledge, while
accepting the scope and forms of such knowledge to be broad as well as varied
enough to include both codified and highly abstract information and tacit knowi-
edge of a very practical kind concerning methods of organising and carrylng out
productive tasks.

Another distinctive feature of our general analytical orientation is that we
apply a “systems-theoretic” approach in examining the relationship between a
society’s knowledge-base and its capacity to generate and utilise economically-
beneficial innovations. This entails explicitly identifying the functional require-
ments that must be fulfilled, in one way or another, by all social groups that
reproduce themselves as productive entities, and thus remain capable of adapting
to changes .in the natural, technological and commercial environments in which
they are situated. The systems-theoretic approach to learning activities in science
and technology, furthermore, involves going beyond the enumeration and
description of the ways in which a particular society satisfies each of those
minimal requirements, and examining the interconnections and interdependence
among them. There is an evident contrast between this and an approach that has -
been most criticised but remains still common in modelling technological change —
namely, that of representing the process as a sequence of several independent
stages, consisting of basic research, applied research and invention, market
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experimentation and commercial innovation, and lastly the diffusion of new meth-
ods and products throughout the economy. By focusing attention on each element
or stage of the process in isolation from the rest, this simple linear construction
ignores the wealth of empirical research at the microeconomic level which shows
that technological change does not proceed uni-directionally through this step-
sequence; it is a far more complicated dynamic process involving interdepen-
dence among successive changes, rather than the passage from a discrete
scientific discovery into a distinct invention, and thence to a commercial product.
Seen at the level of the innovating firm, influences emanating from information
about market conditions and technological opportunities flow over a multiplicity of
linkages and feedback loops among the various activities that are taxonomically
distinguished in the linear stage model. '

Our framework of analysis thus discards the classical linear stage model,
in favour of articulating the interdependence and interactions among the sub-
~ process in the overall system governing the production, distribution and utilisation
of economically-relevant knowledge, an approach that follows David’s (1993a)
summary discussion of the systems dynamics of technological change, and the
more richly elaborated picture drawn by the report to the Commission of the
European Communities on An Integrated Approach to European Innovation and
Technology Diffusion Policy, prepared under the editorship of Soete and Arundel
(1993). The process of scientific and technological advance, in this view, is seen
within a general evolutionary framework to be a phenomenon of “organised
complexity” that results in cumulative and irreversible long-run change, in which
successive events are uncertain, highly contingent and difficult to forecast.
Applied at levels of aggregation higher than the firm — that is, to the way in which
productive efficiency is transformed in a branch of industry or a block of interre-
lated industries — the emphasis of the approach accepted here is placed upon
features that affect systemic performance, such as the feedbacks and interactions
between advances in technology and science, the dynamic interdependence of
innovation and diffusion processes mediated by markets, the indirect impacts of
institutions and organisational arrangements designed to meet some functional
requirement on the performance of other functions. One has to consider, for
example, the way that the manner of funding basic science research impinges on
the effectiveness of educational activities that would enable individuals to access
existing bodies of knowledge, and the way that strengthening intellectual property
protection measures to stimulate R&D in one branch of industry may affect invest-
ment in the development of technologies that are complementary to the ones that
would have gained stronger protection.

Neither the idea of learning as central to the activities of individual economic
agents and organisation, nor the pertinence of the systems approach to analysing
the determinants of innovation and adaptive capability, imply that the national
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economy should be the relevant unit of analysis. To postulate that it is national
systems that are the most meaningful entities for study would seem to imply an
additional claim, namely that there exists a higher degree of systemic integrity for
those processes in which participation is delimited on grounds of national affilia-
tion, or where control is asserted by national governments. Of course, national
governments do make policies and impose rules and regulations within their
respective sovereign domains, thereby influencing the behaviour of the individu-
als and organisations that operate there. Furthermore, it is the nation states that
must provide the wherewithal to enforce supranational agreements governing the
activities of private corporations and individuals. So, quite obviously, national
policy and state intervention matter.

Moreover, geography also matters. There is a significant spatial dimension to
many kinds of learning activities which may substantially confine them within
particular national boundaries. Industrial agglomerations located in one place,
rather than some other, create environments in which production experience can
be accumulated, exchanged, and preserved in the local workforce and
entrepreneurial community. The ability to assimilate and transfer scientific and
technological knowledge that is not completely codified, likewise, is greatly
affected by the opportunities for direct personal contact among the parties
involved. Informal and formal networks of association, linking scientists and engi-
neers in private companies, and research workers in educational and public
research institutions constitute important channels for the distribution knowledge
— supporting both applications and further inquiry, and these social communica-
tions channels are in great measure shaped by commonalities in language, edu-
cational system, academic and business culture, all of which come under the
influence of the participants’ consciousness of their national identity, as well as
legal constraints and incentives created by national governments. Beyond this,
the institutional infrastructures that shape the functioning of the more formally
organised and financed R&D activities (both private and public) is very immedi-
ately affected by national policy action: most of the science and technology policy
decisions are taken by governments, while corporate strategies in science and
technology are affected by a large range of governmental measures. Thus, it is
important to keep the national government as a relevant actor in the analysis, and
to recognise the systemic influences of factors that are co-determined within the
boundaries of the nation state.

Although systems, on the one hand, and national policies and infrastructures,
on the other, are important elements of our conceptual approach to science
and technology learning, we have felt some hesitancy about automatically
coupling the two and speaking about “national systems” — thereby tending to de-
emphasize if not totally obscure from view the significance of other, sub-national
and supranational systems whose workings may be no less critical in shaping
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technological opportunities and the way the latter are exploited. Several reasons
may be cited for our resistance to accepting “national innovation systems” (or
systems of innovation) as the appropriate term of art to employ in describing the
subject with which we are dealing. First, it is evident that much activity in science
and technology is organised and conducted internationally; many key elements of
institutional infrastructure are transnational in their sphere of operations, so it is a
distortion to confine the analysis. strictly within national boundaries. Second, it is
apparent that it would be equally misleading to suppose that everywhere within
those boundaries the educational infrastructures, research facilities, and formal
and informal communication networks are homogeneous in their ability to support
industrial innovation activities. Thirdly, private corporate entities co-ordinating
economic activities that involve learning in the sphere of science and technology,
increasingly, have become multinational in their nature — even if they find it
advantageous to appear in the role of “local” or “regional” enterprises simultane-
ously in many different nations. Furthermore, complementarities and linkage
effects among the nations represent a factor of potential great importance in the
explanation of the emergence and development of different systems of learning in
science and technology national policies.

All this means that comparative studies should be careful not to treat national
units of observations implicitly as though they were closed independent systems
whose innovative “performance” could be related simply to their respective inter-
nal institutional structures and government policies. At very least it should be
recognised that to the extent that national systems of innovation can meaningfully
be identified in the modern world, most of these will be seen to be embedded in
(or entangled in) larger, more complex transnational relationships. Therefore,
rather than an analysis of “national systems of innovation”, our goal is to identify
and reveal national profiles in systems of learning and innovation based on
scientific and technological knowledge: How do the science and technology learn-
ing opportunities created by the industrial structure, the institutions, and the pat-
terns of government and company expenditure that can be associated with a
specific country — that is to say, its “profile” — appear in relationship to the profiles
of other countries? Do various salient country characteristics, such as economic
and geographical size, the prevailing per capita income and wealth levels, the
degree of economic integration with the international economy, and the density of
involvement in international political arrangements, have discernible influences on
these profiles? Are there clusters that can be associated with certain policy
orientations, or which can be explained in terms of similarities in historical experi-
ence and consciously mimetic behaviours across national boundaries?
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Broad theoretical orientations

Information-theoretic approach to the characteristics of knowledge

The information-theoretic approach as it will be implemented here (infor-
mally) focuses attention upon the special characteristics of knowledge as an
economic commodity, which will be seen to affect its generation, acquisition-and
distribution. There are three dimensions — namely, i) degree of codification;
ii) completeness of disclosure; and iij) ownership status — that we can use to
define a space within which addition to stocks of economically-relevant science
and technology knowledge can be located. Following along the line developed in
Dasgupta and David (1987, 1994), and David (1993a), the distinctions between
knowledge and information, and between codified and tacit forms of knowledge
are elaborated to draw out the implications for the reduction of knowledge to
commodity status. The information-theoretic orientation suggests that the relevant
functional elements to be identified are those involving the following processes:
generation of knowledge (by means of cognitive exploration and search), codifica-
tion and reduction of knowledge to readily-transmissible information, monitoring
and perception of information (involving encoding, decoding, translation, filtering,
interpretation and compression), communication and transfers of knowledge, stor-
age, retrieval and reconstruction. The provision of means to carry out these
functions is required of every social group which engages in production and
exchange. Following Arrow’s insights (1971), it may be argued that the advan-
- tages of more complex human organisations consists in their being able to sup-
port information-generating and -handling routines that are more efficient than
those available to individuals and simpler social groupings. The framework we are
elaborating attempts to integrate a treatment of educational and training institu-
tions, and information filtering and distribution systems of relevance to economic
activities, within the set of public and private institutions and organisational forms
that have been made the centre of attention in prior work on technological and
scientific research and innovation.

Institutions

The limitations of markets in handiing information as a commodity will be
viewed as inherent in all systems that concern the production and distribution of
knowledge. Various institutional devices may solve some of the more difficult
allocational problems wholly or partially, either by enlarging the scope for markets
to function, or by providing alternative non-market allocative systems (e.g. the
“open science” reward system based on priority of discovery and invention). The
goal here is to give explicit notice to the possibilities of elaborating institutional
mechanisms for “repairing” the major defects of markets in allocating resources
to the production and exchange of information, emphasizing the parallels with the
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theory of public goods provision discussed recently by David (1993a), for exam-
ple, under the headings of Patronage, Property, and Procurement.

Path-dependence

After assembling and preparing the foregoing conceptual ingredients, we still

need to bring two additional sets of considerations to the table:

— The first is the view that specific institutionalised mechanisms, which may
be classified as being most closely associated with one or another class of
knowledge-product, have emerged in particular historical circumstances
and, elsewhere were imitated and adapted in still other, equally specific
circumstances. So, they are products of an historical, evolutionary process
and hot results of rational exercises in optimal mechanism design by
welfare-maximising public authorities. This is a proposition whose force is
brought out quite clearly by considering the specific problems encountered
in adapting intellectual property institutions to the economic exploitation of
new technological opportunities (see, for example, David, 1993b).

The second takes the form of the proposition that institutions and organisa-
tional forms do not exist in isolation. Rather they are created by the innova-
tive combination and recombination of previous institutions and organisa-
tional forms that, consciously or unconsciously, are viewed to be “salient”
in particular social and cultural contexts, among the many alternative pos-
sible modes of co-ordinating the behaviour of individuals in production and
- distribution. Human organisations which are embedded in highly durable
information structures that facilitate the development of learning and deci-
sion capabilities of the people involved, quite typically are constrained by
the very same information structures that enable them to function with
reasonable effectiveness (see, for example, Foray and Llerena, 1995).
Moreover, human organisations tend to resist reconfiguration in response
to adverse signals concerning their own performance (which they often are
prevented from receiving by their own information filters). Institutions gen-
erally are less plastic, less malleable than material technologies, and the
inter-relatedness among their constituent parts, like their mutual interlock-
ing dependence within a given societal context, only makes it more difficult
to introduce radical changes in any individual part of the structure [see, for
example, Johnson in Lundvall (1992); David, 1994b].

As a result, there are strong aspects of complementarity among various

features of the institutional landscape observed in any particular society and those
complementarities tend to increase institutional stability (inertia), forcing success-
ful institutional innovation to take an incremental form uniess the society (or the
organisation) as a whole is disrupted or captured by one that is differently struc-
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tured. The feasible space for institutional innovations in a given society, thus, is
likely to be tightly constrained by its history, which is to say its institutional
structure is path dependent.

By developing the notion of “national profiles” in systems of scientific and
technological learning we seek to indicate how various constellations of institu-
tional solutions to problems in the production and distribution of economically
relevant knowledge fit together with other, equally specific sets of institutions for
the allocation of property rights, the financing of investment, the governance of
corporations, and so forth. There is, consequently, a need for both national and
international policy co-ordination affecting these systems, and even before turning
to consider the possibilities of fundamental innovation in the institutional sphere, it
is important to explore the possibilities of maklng further use of the capabilities of
existing institutional infrastructures.

Emerging propositions

The special characteristics of knowledge and information viewed as com-
modities, and the problems of organising the production and distribution of these
rather peculiar “goods” through competitive markets are considered in greater
analytical detail in Sections Il and lll, respectively. That analysis serves to bring
out two sets of propositions that we believe carry important implications for sci-
ence and technology policy, broadly conceived. These emerging propositions will
receive more extensive development and discussion in Sections IV and V, but
they may be anticipated at this point.

Distribution and the growth of economically valuable knowledge

An efficient system of distribution and access to knowledge, whether at the
local, regional, national or international levels, will increase the social value of
both the knowledge that is being produced by experience-based learning and
organised research conducted within those economic entities, and the knowledge
acquired and assimilated from external sources. This effect is not confined merely
to the application of existing knowledge in the production of conventional com-
modities; it extends also to the use of information to produce more information.
Wider distribution and timely inexpensive access to new findings reduces wasteful
duplication of effort in research. By putting information into the hands of a more
diverse population of researchers, these conditions tend to increase the
probability of useful new products and processes arising from novel and unantici-
pated combinations. Thus, a system of science and technology learning — includ-
ing various entities assuming specific functions with regard to the process of
generating, transforming, transmitting and storing information — must be
characterised by its “distribution power” as much as by its capabilities for generat-
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ing new knowledge, that is to say, by the system’s ability to support and improve
“the efficient functioning of procedures for distributing and utilising knowledge. In
the case of knowledge, however, a condition of “efficient distribution and utilisa-
tion” is not something that can be expected to arise automatically from the
interplay of market forces. The different incentive structures and social organisa-
tions typical of the different kinds of learning activities may interfere with this. That
is especially to be expected when knowledge must be passed across institutional
or organisational “boundaries”, as almost inevitably will be required in complex
systems where there is division of labour, including innovative labour.

Evidently, there are two (non-exclusive) ways of improving the performance
of a system of science and technology learning: increasing the stock of knowl-
edge (endogenous generation and acquisition from outside); and making the
existing stock more socially useful, i.e. by improving transfer, transformation and
access to the stock of existing knowledge. In science and technology policy
formulation in the West during the past three decades, attention increasingly has
centred on fostering the generation of new knowledge, rather than on the distribu-
tion of this knowledge and the possibilities of improving the performance of the
system by improving the access to the existing knowledge stock. This thrust has
been maintained for too long, in our view, and there is a pressing need now to
restore some balance; in other words, to raise not only the marginal social rate of
return on future R&D expenditures, but to increase the social payoff from such
outlays made in the past by increasing the commercial exploitation of the knowl-
edge that it created.

Improving the “distribution power” of the system is seen sometimes as a
desirable objective that has to be sacrificed in order to provide stronger market
incentives for private investment in organised R&D, since copyright, patent and
trade secrecy laws create obstacles to access which restrict the commercial
utilisation of knowledge. But, those same impediments also may stand in the way
of the use of existing knowledge for innovation itself. Thus, individually and jointly,
countries seeking to speed up the generation of new products and processes,
might well consider modifying the workings of intellectual property institutions in
ways that speed disclosure, reduce the marginal costs of access to new techno-
logical information for purposes of research in the same or technically related
areas, and promote the management of intellectual property as a vehicle for co-
-operation and investment co-ordination in expanding productive capacities, rather
than for the capture of monopoly rents. There may well be needs for specialised
“bridging” institutions and technology transfer incentives, designed expressly to
facilitate swifter and cheaper access to existing knowledge stocks in particular
fields, such as the agricultural experiment and extension stations that were intro-
duced to serve the technological needs of the US farm industry in the 19th cen-
tury. But specific reforms of legal and other institutions cannot be undertaken
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without considering how they will interact with other elements of the institutional

infrastructure. Sweeping reforms impose heavy costs in terms of uncertainties
about formal and informal property rights and incentive structures; incremental
changes are therefore more likely to be favoured. The process of change in the
institutional infrastructure of politically stable societies tends to be evolutionary
and path-dependent.

Co-ordination across nations

In the larger system within which scientific and technological knowledge is
being produced and distributed, the externalities involved are sufficiently impor-
tant that positive steps of collaboration should be encouraged strongly. By con-
trast, a neo-mercantilist attitude toward control over scientific and technological
knowledge seems especially misplaced, inasmuch as knowledge is an infinitely
expansible commodity; something which can be concurrently possessed and
utilised by all is hardly fit to be treated as if its transfer was a zero-sum proposi-
tion. Yet, the promotion of national competitions in basic science, and R&D
rivalries to appropriate the fruits of new discoveries, to which the rhetoric of
techno-nationalism has lent support, is particularly prejudicial to successful knowl-
edge-based economic development strategies. Four reasons for that conclusion
can be enumerated:

— It interferes with the performance of “peer-review” evaluation of scientific
activities on a wide, transnational scale, thereby depriving countries of the
benefits of international expertise that can be shared at small incremental
cost. It thus forces on them a choice between, on the one hand, wastefully
duplicative self-sufficiency (which few could actually afford) insulating
areas of research from active competition between different teams that
were not drawn into mutually supporting coalitions, or, on the other hand,
simply abandoning the pretence of maintaining a scientific capability in
many sub-disciplines of science, engineering and medicine.

— It burdens attempts at international co-ordination for the support of
“big science” projects and expensive collaborations in technological devel-
opment, thus limiting the possibility of sharing the cost and increasing the
utilisation of “mega-instruments”. The latter represent “lumpy”, high fixed-
cost investments, both domestically and internationally — even though
improved information technologies are making possible the effective shar-
ing of such facilities by researchers distributed among quite remote sites.

— It works to curtail the scope of human resource mobility, and in so doing
blocks channels of distribution and access to the knowledge base.

— It gives national political sanction to efforts to harmonise the international
intellectual property protection regime by pushing to higher levels the
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degree of protection accorded by all nations, thereby exécerbating the
problems of access and utilisation of existing knowledge. ‘

The perspective developed here suggests the importance of reconsidering
many areas for potential international economic liberalisation and co-operation
that would serve to strengthen the respective national innovation systems. Among
the subjects that deserve further examination in this regard are intellectual prop-
erty rights harmonisation, international standards institutions, co-operation on
electronic infrastructures and on megascience facilities, co-ordination of arrange-
- ments for overseas training of scientists and engineers.

Précis of the argument and exposition

Section II, immediately following, examines (from the vantage point of mod-
ern microeconomic theory) the principal characteristics of information affecting
knowledge generation, acquisition and distribution processes. Section lil then
deals with the construction of the knowledge-product space, which has three
principal dimensions: codification versus tacitness, disclosure versus secrecy,
public accessibility versus private ownership. The focus of these two sections on
the economics of knowledge conduces us quite naturally to address the problem
of the “optimal use of a non-rival good”, and therefore to develop the notion of the
“distribution power” of an innovation system. The theoretical options taken in
Section 1V acknowledge the complementarity between knowledge distribution and
generation rather than accepting a dichotomy between innovation and diffusion.
This leads us to the argument that utilisation of existing knowledge stocks (both
for direct application in production and as bases for further learning) needs
greater attention, counterbalancing the conventional emphasis on giving incen-
tives to innovators by enabling them to appropriate economic rents on new knowl-
edge. The fifth and final section points to a number of policy issues which could
be reconsidered from the perspective of knowledge distribution. First, it stresses
the need for domestic policies to adjust their objectives and instruments to the
new paradigm for technological innovation, based upon more systematic and
intensive exploitation of available knowledge bases and strategies of recombina-
tion and integration for the generation of novelty. This would involve in particular
greater integration between S&T and information technology policies. Secondly, it
identifies many areas for potential international economic liberalisation and co-
operation that would serve to strengthen the respective national innovation
systems.
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Il. KNOWLEDGE, LEARNING AND INFORMATION IN THE ECONOMY

Economic activities deploy knowledge of various kinds, and, in turn give rise
to learning, that is, to the generation of knowledge among the participants. There
are many conceivable ways in which one may categorise or classify the varieties
of knowledge that people “produce” in the course of their economic activities. The
taxonomic scheme to be developed here is one that is meant to focus attention
upon the forms of knowledge that affect the ways in which it can be stored,
accessed, and transferred among economic agents.

Knowledge-products and information commodities

In modern communications theory it is conventional to distinguish between
“data” and “information”: data refers to elementary units in communication and
message transmission — providing non-ambiguous bits of information (0 or 1).
Information, then, can be considered, as structured or formatted data — data ready
for transmission. From that perspective “knowledge” is to be seen as the concep-
tual and factual contexts that enable agents to interpret and give meaning to
“information”.

We find it more useful, however, to adopt the rather different (but not logically
incompatible) perspective of modern economic analysis in describing the relation-
ships between “information” and “knowledge”. _

The codified-tacit dimension of learning

Following common usage in economics, we use the term “information” in
referring to knowledge that has been reduced and converted into messages that
can be easily communicated among decision agents. Messages have “informa-
tion content” when receipt of them causes some change of state in the recipient,
or action. Transformation of knowledge into information is a necessary condition
for the exchange of knowledge as a commodity. “Codification” of knowledge is a
step in the process of reduction and conversion which renders the transmission,
verification, storage and reproduction of information all the less costly. Whether or
not knowledge is put in codified form is in part a question of how costly it is to do
that. The pre-existence of standards of reference (numerical, symbolic, pictorial,
geometrical languages, taxonomies of any kinds) and performance, and a vocab-
ulary of precisely defined and commonly understood terms all contribute greatly to
reducing the time and effort required to produce unambiguously codified
messages. The lowest level of codification involves translation into standardised
language (codes); the removal of dysfunctional ambiguities for purposes of com-
munication may become progressively more exacting as the intended sphere of
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“ communication is enlarged, and the shared experiences of the audience thus
become more heterogeneous. Complete codification is most readily (least dearly)
achieved when the knowledge is completely generic, rather than situationally
specific in nature, because the description of the full context to which it refers
need not enter into myriad aspects that may be highly idiosyncratic, calling for use
of special terminologies, and difficult to describe unambiguously to the non-
observer. _

Yet, somewhat paradoxically, this transformation makes knowledge at once
more of what is described (in the public finance literature) as a “non-rival” good,
that is, a good which is infinitely expansible without loss of its intrinsic qualities, so
that it can be possessed and used jointly by as many as care to do so. Thus,
codified scientific and technological knowledge possesses the characteristics of a
durable public good: j) it is durable, in the sense of not deteriorating with use,
although its economic value may be altered thereby; ii) it is capable of being
enjoyed jointly by a number of agents; and iii) costly measures must be taken to
restrict access to those who do not have a “right” to use it.

In contrast with codified knowledge, tacit knowledge, as conceptualised by
Polanyi (1966), refers to a fact of common perception that we all are often
generally aware of certain objects without being focused on them. This does not
mean that they are the less important: they form the context which makes focused
perception possible, understandable, and productive. Like other human pursuits,
science and technology draws crucially upon sets of human skills and techniques
— the ingredients of “scientific expertise”, or “engineering expertise” — that are
acquired experientially, and transferred by demonstration, by personal instruction
and the provision of expert services (advice, consultations, and so forth), rather
than being reduced to conscious and codified methods and procedures. The
transfer process itself, as a rule, is a comparatively costly affair (in contrast to the
case of codified knowledge) for both the provider and the recipient of tacit knowl-
edge. But, like information, tacit knowledge may be swapped in transactions
resembling “gift exchanges”, or sold for money, rather than being shared freely.

Insofar as codified and tacit knowledge are substitutable inputs (at the mar-
gin) in the production of further knowledge or in practical implementations, the
relative proportions in which they are used are likely to reflect their relative access
and transmission costs to the users. Similarly, differences in the extent to which
knowledge generated by researchers in various fields gets codified for packaging
as information, rather than retained in a tacit form, will reflect the reward struc-
tures within which researchers are working, as well as the costs of codification.
Hence, variations in the relative importance of codified and tacit knowledge in the
work of different research communities has no necessary connection with the
“hardness” or “softness” of their respective disciplines. This perspective stands in
contrast with the disposition of some philosophers and historians of science to
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associate a relatively high degree of codification with occupancy by the discipline
in question of a superior position in some epistemological or methodological
hierarchy. ,

Some recent discussions of the economics of R&D and technology transfers
(e.g. Pavitt, 1992; Nelson, 1992; Rosenberg, 1990), continue to assign special
significance to the tacit elements in technological knowledge, calling attention to
the fact that the information contained in patents, blueprints and other codified
forms of knowledge often are insufficient for successful implementation the tech-
nical innovations they purport to describe; much compiementary “know-how” may
be required, the acquisition of which, typically, is a costly business. While incon-
testable this does not imply the existence of underlying, intrinsic differences in the
nature of “technological” as opposed to “scientific’ knowledge. Nor does it follow
that technological knowledge should be assigned a subordinate epistemological
status, or that the tacit knowledge of either technologists or scientists necessarily
takes the form of skills that are specific, rather than “generic” in their applicability.
As Dasgupta and David (1994) have argued, making reference to Polanyi’s
(1966) perceptual analogy, “what gets brought into focus (and codified) and what
remains in the background (as tacit knowledge) is to be explained endogenously,
by considering the structure(s) of pecuniary and non-pecuniary rewards and costs
facing the agents involved”.! Although the position of the boundary between the
codified information and tacit knowledge in a specific field of scientific research
may be shifted by economic considerations and prevailing institutional con-
straints, the complementarity between the two kinds of knowledge has important
implications for the way research findings can be disseminated.

Social organisations of research and the disclosure-secrecy dimension

_ The foregoing text at some points refers to scientists and technologists in

ways that might suggest they are to be viewed as different kinds of knowledge-
workers, and that an important distinction to be made is on the basis of character-
istics of the individual agents. This is not what we intend. Instead, the critical
differentiation in our view is one that can be made among the alternative social
organisations, or social modes of production and distribution of knowledge. What
fundamentally distinguishes various communities of scientific researchers in the
modern industrial societies is not so much their methods of inquiry, nor the nature
of the knowledge they obtain, nor the sources of their financial support — although
differentiations can be drawn along those lines — but are the socio-political
arrangements and the consequent reward structures under which they work. A
crucial separation exists, in this view, between “open science” communities, and
“proprietary research communities”. The former are organised around the activity
of augmenting the stock of reliable “public knowledge”, whereas the latter com-
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munities exist for the primary purpose of generating stocks of “private knowl-
edge”, the economic value of which can be appropriated by the organisations that
sponsor them. The basis for the categorical distinction made between the two
social modes of knowledge production is to be found in the nature of the respec-
tive sets of ultimate goals that are openly avowed and accepted as legitimate
within the two communities, their respective norms of behaviour in regard to the
disclosure of knowledge, and the features of the reward systems that provide
individual incentives compatible with the pursuit of the organisational objectives
under the norm-imposed behavioural constraints. It is important to emphasize that
in accepting the distinction made by Dasgupta and David (1994), we do not
associate “public knowledge” in a definitional way with the products of publicly
funded research, any more than we associate “private knowledge” with the
results of business-financed R&D.

Loosely speaking, “open science” may be associated with the world of aca-
demic research, including government-sponsored, and even business-sponsored
research conducted under “university-like” organisational norms affecting the
autonomy of individual researchers, the freedom to select collaborators, to enter
informal modes of co-operation, to determine when and what findings should be
published — and a reward structure that is based upon collegiate reputations,
established through priority in publication of verifiable research findings. At the
opposite pole stands the world of the researcher engaged in “restricted” military
research conducted in secure government-run laboratories, and the proprietary
R&D organisation, whose employed scientists and engineers must record their
work in notebooks that are the property of the company, and who cannot disclose
knowledge they have acquired in the course of their employment without explicit
permission if they wish to be indemnified against legal actions for the theft of trade
secrets. What makes a knowledge-worker a “private-knowledge researcher”
rather than a “public-knowledge researcher” in this usage, is not the particular
cognitive skills or the content of his or her expertise. The same individual can be
either, or both within the course of a day. What matters is the socio-economic rule
structures under which the research takes place, and, most importantly, what the
researchers do with their findings. In the world of “proprietary science”, research
is undertaken with the intention and quasi-contractual pre-commitment of the
researchers to the organisational goal of extracting economic rents from the
knowledge gained, either by keeping it secret and using it in directly productive
activities that end in the sale of conventional commodities, or by converting some
or all of the knowledge acquired into assets that, as legally protected forms of
property, can be readily owned and alienated for valuable consideration. Secrecy,
however, is more readily effected when knowledge is not codified.in proprietary
documents (e.g. blueprints, receipts for chemical syntheses) that can be purloined
and published, but, instead, is retained in a tacit form. Training services that
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convey tacit information, and access to contracting with the trained, are commodi-
ties that can be and are exchanged for value by business organisations operating
within the private knowledge domain; and also by academic research organisa-
tions, although the enforceability of contracts tends to differ between the two
cases and the terms on which tacit information can be sold are correspondingly

different.

None of this implies that profit-seeking business firms would not find it to their
advantage on occasion to invest some resources in “basic” research, or organise
research facilities in ways that emulated the open, co-operative environment
characteristic of university campuses. Furthermore, it is obvious that for charitable
purposes, too, as part of a strategy of associating themselves with sources of
freely disclosed knowledge, private individuals and business entities may become
patrons of “open science” institutions. Conversely, although it is the case that
“open science” institutions and organisations are constrained by the norms of
disclosure from seeking to maximise the economic rents they extract from the
knowledge within their possession, and must therefore draw their main support
through public and private patronage, it is quite possible for institutions that
support the production of public knowledge also to engage in the transformation
of research findings into private properties that can provide them a source of
income. The problem, to which the work of Dasgupta and David (1987, 1994)
draws attention, is whether any one organisation can function effectively when
harbouring two quite antithetical sets of norms and cultural orientations when
more or less equivalent legitimacy, and comparable organisational resources are
devoted to each. But even recognition of such intra-organisational contradictions
and conflicts does ‘not imply that academic scientists will never seek to benefit
materially by patenting their inventions, or copyrighting their works, nor even that,
in their conduct of open science, they always refrain from rivalrously withholding
- research findings and methods from university-based researchers in their field.

Public economics and generic institutional devices

The foregoing, highly stylised view of the scientific and technological world
may be arrived at via another route, namely, by starting from a consideration of
the main alternative resource allocation mechanisms that can be used to produce
and distribute scientific knowledge, and considering the efficiency with which they
will perform those tasks. Of all possible resource allocation mechanisms, the one
that has been most studied in economics is the “market mechanism”. As it is now
well known, if the market mechanism is not aided by further social contrivances,
such as, for example, intellectual property rights, there is no basis for supposing it
can sustain an efficient production of knowledge. The market mechanism has a
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tendency to discourage the production of public goods because of an inability on
the part of producers to appropriate fully the value of the fruits of their efforts.

Three generic remedies have been devised to overcome the deficiency of the
market in this regard: two of them do so by seeking to rectify the problem at its
source, whereas the third solution applies correctives in the form of supplements
to the market outcomes. Let us briefly look at each of these schemes in turn.

Public productioh

The first scheme consists in the government engaging itself directly in the
production of knowledge, allowing free use of it, and financing the production cost
from general taxation. This was at the heart of Samuelson’s (1954) analysis of the
efficient production of public goods. Government research and development
(R&D) laboratories that publicly disclose their findings, such as agricultural
research establishments, are an example of this. It is as well to note that under
this scheme the volume of public expenditure in the production of knowledge, and
the allocation of expenditure for the production of different kinds of knowledge,
are both decisions made by the government.

Private property and markets

A second class of solution is for the society to grant intellectual property
- rights to private producers for their discoveries, and permit them to charge (possi-
bly differential) fees for their use by others. This creates private markets for
knowledge and gives rise to “private knowledge-products”. Patents and copy-
rights are means of defining and protecting intellectual property rights, and as
“their strengths and weaknesses have been discussed extensively by economists
over the years, their character need not be expanded upon here, save to say that
the nature of the rights conveyed may differ widely from one system to another in
ways that affect both the incentives to engage in research and the extent of
access afforded to the information that is disclosed.

It may be remarked, nonetheless, that the producer (or owner) of a piece of
information in this scheme, ideally, should set different prices for different buyers,
because different buyers typically value the information differently. One problem
with such markets is that they are inevitably “thin” (each market is essentially a
bilateral monopoly, i.e. consisting of the seller and a single buyer), and, therefore
not a propitious environment for the emergence of prices that will sustain an
efficient allocation of resources, as has been pointed out by Arrow (1971).
Another problem with them arises from the fact that transactions in knowledge are
shot through with leakages. The point is that for an exchange to be conducted
efficiently both parties need to know the characteristics of the commodity being
transacted, which, in the case of information, can hardly be done in a complete
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way without vitiating the purpose of the transaction itself. This feature of knowi-
edge, that its value is often very difficult to quantify, means that the economic use-
benefits of knowledge are often hard to appropriate privately, and therefore diffi-
cult if not impossible to market efficiently. That is so even when legal protection of
ownership rights in knowledge that has been publicly disclosed (e.g. patents and
copyrights) gives the owner transferable legal rights to exclude others from using
that knowledge in many specified contexts.

The foregoing tells us that despite the limitations of the institutions of patents
and copyrights (and, for that matter, the legal protections for secrecy among
individuals and organisations), those “property-like” contrivances provide means
for privately appropriating profits from discoveries and inventions. In short, while
information can in principle be used jointly, joint use can be prevented by legal
prohibitions, or through the practice of secrecy. This can be socially desirable,
because even though monopoly in the use of knowledge is inefficient (it involves
the under-utilisation of knowledge), it can be offset by the fact that the lure of
monopoly profits makes researchers undertake R&D activity today. Therein lies
the value of instituting patent laws, and of allowing secrecy to be practised by
discoverers.

Subsidies, procurement and regulated private production

A -third possible scheme is for society to encourage private production of
knowledge by offering public subsidies for its production, and by relying upon
general taxation to finance these subsidies. A critical feature of this arrangement
is that producers are denied exclusive rights to the output of their R&D activity:
once it is produced, the knowledge is made freely available to all who care to use
it. In albeit imperfect forms, this scheme characterises research activities carried
on in public and private non-profit entities, such as universities, where much of the
knowledge that is produced is prohibited from being patented by the private
individuals involved in creating it, and where salaries and promotions and equip-
ment are paid out of public funds. Here, there is an intimate association between
the source of funding and the public character of the knowledge-products.

Under this class of arrangements the university, or research institute is
required to act as the agent of society, or the state as the principal, and it is
necessary to devise monitoring schemes, auditing procedures and other regula-
tory measures to assure that the asymmetry in the distribution of knowledge about
the specialised tasks in which the agents are engaged does not permit them to
behave in ways that are incongruent with the principal’s interests. An unfortunate
complication is that in matters"‘touching the production and distribution of scientific
and technological knowledge, modern societies must turn to members of the
same specialised communities to help articulate the interest that they will be
engaged in promoting. ‘
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lll.  INSTITUTIONAL INFRASTRUCTURE AND THE KNOWLEDGE-
PRODUCT SPACE

The foregoing discussion has identified three characteristics of economically
relevant knowledge. The dimensions of degree of codification, completeness of
disclosure and ownership status define a space within which types of knowledge
and the agencies creating them can be located. One may use the descriptive
device of Figure 1 in several distinct ways: i) to represent the mix of knowledge-
. products generated by particular learning entities during a specified time interval;
ii) to trace the transformations that may occur in the process of distributing and
applying knowledge which is generated initially with characteristics described by a
point or small region in the space; iij) to represent the knowledge “inputs” and
“outputs” of given economic entities, at various levels of aggregation. We con-
sider these applications in the course of commenting briefly on the dimensions of
the figure itself.

Figure 1. The knowledge-product space
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The dimensions of knowledge space

~ Codification and tacitness may be treated as locations along a continuum
whose endpoints are represented by complete systematisation of the cognitive
content, using a vocabulary of defined terms, such that the interpretation of the
text is unambiguous and for all intents and purposes, independent of the identity
of the reader. We can say that practical considerations render this, almost cer-
tainly, an unattainable extreme, even without embarking upon discussions of
hermeneutics and an explanation of the tenets of deconstructionism. Some rele-
vant knowledge, regarding the physical processes, procedures and materials
referred to in a scientific paper, or a set of engineering specifications will be
‘assumed to be understood; scientific and engineering reference standards are
important bits of background knowledge that are complementary to the newly
codified information but, frequently, are omitted on that account. At the opposite
pole one may find procedural knowledge that is not systematised, and which
exists as expertise that particular individuals possess. The creation of an expert-
system, therefore, represents the process of transforming knowledge so that a
new “product” appears in the space.

For the present discussion, we take the status of publicness and privateness
(in the sense of being legal property) to be discrete states. This is an enormous
simplification, to be sure. If one views “property” status as conveying both indefi-
nite right to exclude trespass (i.e. to monopolise access) and a right to alienate '
ownership, it is clear that different intellectual property systems provide posses-
sors of such knowledge with bundles of rights that approach the idea of “perfect
property” to varying extent. Patent rights, for example, are temporally delimited,
and may be granted subject to requirements of compulsory licensing at “reasona-
ble” fees, leaving the determination of reasonableness to be adjudicated. Copy-
rights, likewise, exist for only a fixed period, and do not protect against use of the
material by independent originators — whereas patents do offer recourse against
the latter form of trespass. Trade secrecy law, according to some legal theory,
does not create property rights — in as much as a secret is something which
cannot be disclosed in public without destroying it, and so cannot be described
sufficiently to enable identification of its nature, or a determination of who pos-
sesses it at any point in time. Hence, on this interpretation, knowledge can be
‘protected as a trade secret because the law protects the right to enter contractual
relationships of confidentiality. On such a reading, we would not have placed
trade secrets in the “private” knowledge region. Note, however, that if, on the
legal theory just set out, we were to assign trade secrets to the “public” portion of -
the knowledge-product space, we would have to explain the paradoxical position-
ing of it in the region of “restricted access and public”, that is, a non-owned, yet
privately awarded, form of knowledge, which usually must have been sufficiently

34



codified to pérmit it to be improperly removed from its possessor and transferred
to some other party.

The extent of disclosure, likewise, is a continuous variable, bounded by full
disclosure at one limit and total secrecy at the other. Both patents and copyrights,
however, are categorised in Figure 1 as “private”, and since some degree of
disclosure is required for either to be secured, the figure shows them as situated
in the domain of disclosure knowledge. Here we make another oversimplification,
because the degree of disclosure required is not uniform across intellectual prop-
erty regimes, and even with a given regime, different kinds of text may be pro-
tected with different completeness of disclosure. Computer software, for example,
may be copyrighted without revealing the source code, and in some instances
even the full body of object code does not have to be disclosed. It might also be
added that the standards of disclosure may be defined not only by the statute
laws and the intellectual property agencies (Patent Offices) but, in the case of
scientific papers, by the policies of the journals in which professional papers are
published. The latter, for example, may or may not insist upon disclosure of the
exact co-ordinates of complex proteins whose molecular structure is being
reported; or the computational algonthm used in analysing experimental
observations. \

The upshot of the foregoing discussion might be restated as follows: the
situation of knowledge-products in the space defined by Figure 1 is, in reality, a
complex matter which is defined by the detailed stipulations of the intellectual
property regime, and by the norms governing knowledge disclosure among mem-
bers of different social organisations engaged in research activities. There is,
however, no deterministic characterisation of a knowledge-product with respect to
the institution that supports its generation. In fact, institutions and norms of beha-
viour have a certain degree of suppleness, which means that a knowledge-
product generated in a given institution (say, a university) can be expressed in a
broad range of forms (scientific papers, patents, shared expertise, access
restricted or delayed, etc.), depending upon the incentive structures and the
institutional compromises which characterised the institutional context consid-
ered. Thus, a great deal of detailed institutional information would be demanded if
one were to undertake comparative studies that called for an exact positioning of
the knowledge-products being generated by different research communities
(especially the different national research communities) with reference to the axes
of Figure 1.

Flows versus stocks of knowledge

Economic agents draw upon stocks of knowledge that exist, either in their
own conscious or unconscious mind, or are held by others and may be acquired
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by resort to transfer mechanisms of varying degrees of formality. In referring to
knowledge-products, however, we specifically indicate flows, that is knowledge
which is being generated within the economic entity under consideration. Formal
instruction, via the medium of reading a description of a technological process, or
a set of specifications of the components of a complex piece of machinery, or the
chemical constituents of a compound listed on a commercial product label, repre-
sents the acquisition of new knowledge by the learning individual. To say whether
the flow observed at that individual level represents an increase in the gross stock
of knowledge is not possible until we have defined the boundaries of the social
entity under analysis. If the latter is confined to the individual, there is obviously a
correspondence between flows and stock changes. Otherwise, if what going on
corresponds to a transfer of knowledge between agents, we may justly say that
the social stock of knowledge has not automatically been increased thereby, even
though the existing knowledge was being more intensively utilised by virtue of
becoming more widely disseminated.

Durability, maintenance of accessibility and obsolescence
of knowledge stocks

The reference made to the gross stock of knowledge (in the preceding
paragraph) recognises that there are other questions that would have to be
resolved before the generation of one or another form of knowledge-product can
~ be equated with the growth of the corresponding stock of available knowledge. In
- general it is much more difficult to identify the processes of physical depreciation,
destruction, and obsolescence that could be thought to result in depletions of
knowledge stocks. Information can be lost because the medium in which it is
stored is subject to depreciation or destruction, and adequate reproduction and
maintenance has not been carried out. Tacit knowledge, residing in humans will
be lost if, from lack of practice their skill deteriorates, or their facilities of recall
become impaired by age. Collective knowledge that is tacit, in the form of
organisational competencies disappears when firms are merged into other
organisations, or are simply disbanded. The discarding of tacit knowledge, and
even the loss of access to codified information required for the operation of
productive routines, may even be an important precondition for learning new
things. But it is easier to see how a case could be made for the value of forgetting
 when considering the matter at the level of the individual agent or the organisa-
tion, rather than at the level of the society. The longer the time horizon that is
relevant, and the greater the potential range of situations that can be encoun-
tered, the more compelling are the arguments for maintaining the option of future
access to knowledge that has been costly to acquire in the first place; and the
more extensive and complex is the social entity, the greater are the possibilities



for preserving that option without interfering with the acquisitionvof new
knowledge.

Codified information may require less resources to preserve for retrieval. Yet
it may require the expensive maintenance of educational facilities to train people
to read languages that have ceased to be used, and to be sufficiently familiar with
the cultural, social and technological context in which the information was gener-
ated, to be capable of accurately interpreting it. More generally, the point needs to
be made that the accessibility of the stock of knowledge, even knowledge in forms
that lend themselves to codification, is as much a question of the capability that
intelligent agents possess for interpreting and manipulating it as it is of the
facilities for locating and retrieving what ‘has been stored. Consequently, one
might view the investment made in the formal education of the members of an
organisation, or of societies more generally, as required not simply to transmit
what is presently thought to be useful knowledge, but to equip economic agents to
retrieve and utilise parts of the knowledge stock that they may not perceive to be
of present relevance but which have been stored for future retrieval in circum-
stances when it may become relevant. In other words, the accessibility of the
extant codified knowledge stock may be indicated by the portion of the population
that has been trained to access and interpret it, which suggests a different view of
indicators of a society’s educational activities that corresponds to a worid in which
economically relevant knowledge was largely tacit and required being imparted to
each new generation by demonstration and training through personal experience.

In the world where knowledge increasingly is codified in forms that permit
machine manipulation, it may be more and more possible to maintain a stock of
machines that can perform the counterpart of the task of formal educational
institutions, in ensuring societies’ capacity to retrieve and decode the data for
processing and interpretative display. Even so, that will not be done without cost
and organisational forethought. There already are many instances in which stored
computerised information is essential lost because the medium of storage
(e.g. punch cards or computer tapes) is incompatible with the capabilities of the
surviving stock of machines. The US Census Bureau has no access to computers
that can read the magnetic tapes to which the data from the original schedules of
the 1950 and 1960 population censuses were transferred from processing before
the schedules themselves were destroyed.

There are some fine “metaphysical” issues that could be debated under the
present heading of the durability of stocks of knowledge, but which will only be
noticed briefly here. Should one say that inasmuch as information can be used
indefinitely without “wearing out”, it is an infinitely long-lived asset which does not
depreciate by being purposefully discarded? Is it appropriate to think of the stock
of knowledge at the disposal of an economy as the total existing stock in all extant
forms, or only that part which it can afford to access and interpret? Or would it be
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better to say that the potential utilisation rate of the stock has been reduced?
Under the latter convention, we would have to recognised that the “effective
stock” of knowledge might increase very dramatically without the expenditure of
resources on learning activities by the organisation involved. For example, a
much enlarged stock of codified knowledge could be put at the firm’s disposal as
“a consequence of alterations in technological practices (encoding it digitally and
storing it magnetically for search and retrieval by electronic means) or in organisa-
tional procedures (having all filing supervised by a competent archivist) that would
reduce the marginal costs of access to extant databases.

For most purposes it will not matter which convention one chooses to adopt,
so long as it is explicitly understood. The important substantive point deserving
emphasis here is that learning, defined as the acquisition of knowledge-products,
can take place either through the generation of new knowledge, or accessing
parts of knowledge stocks that hitherto had not been utilised by the agents in

question.

V. INFORMATION ACCESS, KNOWLEDGE DISTRIBUTION AND
. THE INSTITUTIONAL INFRASTRUCTURE

The purpose of this section is to show that the “distribution power” of an
innovation system is a key determinant of economic performance, and policies
should be directed to providing potential innovators with timely and easy access
to relevant knowledge bases. The “knowledge-distribution power” is becoming a
more critical attribute of innovation systems for three distinct reasons:

- — science and engineering knowledge-based industry is continuing to grow in
economic significance;

— openness of the information system is vital for efficient use of costly
research resources in creating reliable knowledge because i) independent
replication of findings is facilitated by open access; /i) generalisation of
results proceeds faster when they are widely distributed; Jjij) excessive
duplication of research is avoided by rapid disclosure;

— the science and technology research paradigm is shifting towards greater
collaborative use of distributed dynamic databases as tools for creativity.

The economics of knowledge distribution

Knowledge interactions and positive externalities

Viewed as an economic good, knowledge possesses particular properties
which lead us to observe that an efficient system of distribution and access to
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knowledge will increase the social value of both the knowledge that is being
produced endogeneously, and the knowledge required and assimilated from
external sources.

— First, knowledge is usually described by economists as a “non-rival good”,
that is, a good which is infinitely expansible without loss of its intrinsic
qualities, so that it can be possessed and used jointly by as many as care
to do so.

— Second, the process of knowledge generation in science and technology is
cumulative and integrative; that is, knowledge can hardly be only consid-
ered as an output; it is also the main input of any process of knowledge
generation. Cumulative forms of knowledge are those in which today’s
advances lay the basis for tomorrow’s, which in turn lay the basis for the
next round (Scotchmer, 1991). A synthetic knowledge is generated through
convergence or co-lateral integration between (previously) independent
pieces of knowledge. Thus, for many industries, advances take place in a
generational sort of way — a new product or process is not a radical
departure from what has gone before, but rather builds on and extends
knowledge and technology that was used in the production of the product
or process it supersedes. ‘

Thanks to these properties, any process of knowledge generation is likely to
produce positive learning externalities. In other words, the generation of a new
piece of knowledge increases the probability of useful new products, processes
and ideas arising from novel and unanticipated combinations: “the more is
invented, the easier it becomes to invent still more” (Machlup, 1984).

These positive learning externalities are based on various knowledge interac-
tions. Let us compare. production of knowledge to the discovery of new mineral
deposits. First, some knowledge is like surveying; it generates maps that raise the
return to further investment in exploration and exploitation (David, Mowery and
Steinmueller, 1992).2 Second, it has been observed that minerals production in an
area leads to localisation of exploration, so that, at least for some time, mineral
reserves become larger in the territories where exploitation is underway (see
David and Wright, 1992). When discovery increases the probability that others will
undertake exploration in the neighbourhood,- producing knowledge is likely to
generate positive externalities for the explorers and each agent has an interest in
diffusing the product of his discovery so as to profit from the results of others. At
the very least, information about where others have failed to make a discovery will
be valuable in guiding one’s own search. The third aspect of positive externalities
deals with the migration of young investigators into new fields — colonising new
areas with tools and concepts developed elsewhere. This “frontier expansion”
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requires falling yields in colonised areas to generate breakthroughs into new
territory (here again, the analogy works perfectly).

There has been a recent resurgence of the view that in the realm of knowi-
edge production, positive externalities dominate. This is reflected in P. Romer’s
(1993) emphasis upon not only the so-called “non rival” character of ideas availa-
ble for application in conventional production, and the consequent increasing
returns to investment in R&D, but also on the notion that new knowledge pro-
motes ever more product specialisation, and essentially unbounded growth of
productivity and welfare improvement from that source. Scotchmer’s (1991) work,
in emphasizing the cumulative nature of inventive activity — the effect of raising
the height of the shoulders of giants from which one can see further, rather that
obscuring the view — is part of the same re-orientation of economic analysis away
from insistence on diminishing margin returns in all directions of the convexified
world. David’s (1993a) attention to the impediments that intellectual property
protection poses for innovation, based on the related notion that a major use of
new knowledge is as an input into further production of knowledge, also has
greatest force in situations in which the returns to increased round-aboutness of
knowledge production are not diminishing at the margin, but instead increasing.?

Thus, we may conclude from this first paragraph that there is a particular,
causal or conditional, relationship between the stock of knowledge and the flow of
innovation during a given period of time. However, it is not a purely definitional
relationship. In fact, the stock of knowledge can increase the amount of innovative
opportunities only if the conditions of wider distribution, and timely inexpensive
access to existing and new knowledge are fulfilled.

The conditions of access to knowledge

Indeed, an efficient system of distribution and access to knowIedge is a sine
qua non condition for increasing the amount of innovative opportunities. Knowl-
edge distribution is the crucial issue of the relation between stock and flow.

In the case of knowledge, however, the condition of “efficient distribution and
utilisation” is not something that can be expected to arise automatically from the
interplay of market forces.

The activity of diffusing economically-relevant knowledge is not itself a “natu-
ral” one. Rather, it is socially constructed, through the creation of adequate
institutions, such as those of open science and of intellectual property rights
(David, 1994a). The particular economy of knowledge distribution is based thus
on two particular conditions: i) individual incentives to enter into co-operative
games based on the exploitation of positive externalities (complementarities); and
i) the ability of the agents to search for the relevant information within the entire
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possible space of distribution. Now, these two conditions may be difficult to satisfy
for at least four reasons:

— First, building up information structures generates access costs, which
become higher as these stocks evolve and become more specialised,
requiring mastery of new technologies, notational conventions, conceptual
apparatuses. Beyond the contextual set-up costs, there are further costs of
managing the ever-bigger data streams arising from the exponential
expansion of the volume of codified knowledge. Thus, the actual search for
information carried out by any particular research project is most often
quite localised; that is to say, will only be carried out within a limited portion
of the total space that could in principle be explored.

— Second, a great deal of knowledge is tacit (that is inseparable from the
agents and organisations which developed it, see Section Il, above), and
the transfer and acquisition of tacit knowledge constitute costly operations
that require the active participation of the knowledge-holders.

—-Third, the creation of property rights — designed in order to allow agents to
capture rents from their mnova’uve efforts — create access problems that
impede distribution.

— Fourth, there may be barriers to knowledge transfers due to some institu-
tional incompatibilities between organisations having distinctive rules of
disclosures, institutional goals, and reward structures. The compatibility
problem is especially severe when the knowledge distribution calls for
institutional “border crossings”.

The obstacles identified above result in knowledge being used only in a tiny
part of the potential space for its exploitation, and in the benefits of positive
externalities being only partly enjoyed. This creates an unfortunate loss of energy
in the system of innovation.

- Summary

This section has identified a particular relationship between the stock of
knowledge and the flow of innovation during a given period of time. However, it is
not a purely definitional relationship as in most endogenous growth models.* This
relation is shaped by the conditions of access to the stock and distribution of new
knowledge. Thus, institutions mediate the relation between the knowledge stock
and the flow of innovations. The shaping of this relationship should be seen to be
an organisational and institutional problem, dealing with the optimum utilisation of
a non-rival good.

It is clear, therefore, that public policies directed to the improved functlonlng
of national innovation systems should give much greater attention to the
processes of knowledge access and distribution. By knowledge distribution
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processes, we mean those incentive structures and modes of co-ordination, that
have the effect of expanding the potential space for the use of knowledge. Histori-
cally, it may be seen that much of public policy for the support of educational and
vocational training institutions, of lioraries and archives, of communications facili-
ties, was directed towards just those ends. But, during the past several decades,
by contrast, the primary emphasis in science and technology policy has been
placed upon more and more fostering the generation of new knowledge rather
than on the processes of distribution and the possibilities of improving the access
to the existing stocks of knowledge. Most notably, this “trade-off” is proposed by
those advocating strengthening regimes of intellectual property protection. But it
also may be seen to underlie proposals to separate university research from
teaching functions, to provide ostensibly better conditions for faculties specialising
in basic research activities. Both tendencies warrant careful and sceptical recon-
sideration, for they spring from a failure to appreciate the strength of the comple-
mentarities between knowledge-access and diffusion processes and innovation
generation processes. The foregoing statement of our views, quite naturally,
provokes one to ask: what are the institutional innovations allowing a system to
improve its “distribution performance”? However, before addressing the institu-
tional and organisational issues, it is important to ask: why is “knowledge distribu-
tion power” becoming a more critical attribute of innovation systems?

Distribution and the networked knowledge' base

We have already studied one theoretical reason for the importance of distri-
bution: openness of the information system is vital for efficient use of costly
‘research resources in creating “reliable knowledge”. Now a second reason
seems to be more crucial in the “pleading” for an increase in distribution power.

The science and technology research paradigm is shifting towards greater
collaborative use of existing knowledge stocks, and a higher degree of transdis-
ciplinary complexity in research programmes, thereby raising critical issues con-
cerning access and exploitation of the networked knowledge base. This important
newly-emerging tendency is reflected by various features: i) the codification and
formalisation of increased parts of the knowledge stock; /i) the growth of electronic
traffic on digital research networks as tools for creativity and the development of
collaboration technologies supporting distributed researchers with common
access to dynamic digitised libraries; i) the generation of novelty in important,
recently emerging fields by recombination of components, such as biotechnology,
software and new materials; and iv) the convergence of previously-distinct tech-
nological areas to form new technical systems, e.g. the convergence of artificial
intelligence art, computing, telecommunications, optoelectronics, to create infor-
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mation systems based in machine organisations. Some of these features are
documented in the following paragraphs.

The codification of an increased part of the knowledge stock

The digital revolution has continued and intensified the move towards codifi-
cation (Cowan and Foray, 1995; David, 1993a ; Ergas, 1994; Arora and
Gambardella, 1994). This is an area in which the revolution in information technol-
ogy, including such advances as the substitution of graphic representation for
natural language, the development of expert systems, etc., has made itself very
strongly felt. In particular, the development of new algorithms, as one of the
greatest achievements of modern mathematics, have very greatly increased the
ability to formally represent or codify knowledge.® Engineering increasingly relies
on computer-aided design, testing and experimentation, rather than on rules of
thumb, as the primary tool for the development of new products and processes.
According to Ergas (1994), this codification of increasing parts of the knowledge
stock has significant consequences. First, it brings science into tighter and quicker
interaction with technology. This closer coupling of science and technology allows
“each to draw fuller benefit from advances in the other. It also alters the institu-
tional structure of the innovation process, as access to science — which has been
largely based in universities — becomes more important in determining the ability
to remain at the forefront of applied development efforts. Second, formalisation
increases the pace of new product and process development. The ability to test
through simulation rather than through practice, and to do so on the basis of an
arbitrarily large range of assumed conditions, allows for more quickly focused and
hence more productive search, thereby cutting the delay involved in going from
the initial specification to the agreed-upon prototype. Moreover, by reducing the
time and cost required for new product and process design, these tools
encourage producers to experiment across a broad front — to develop and trial
many variants of a new product rather than only one or a few. As a result,
products and processes become more differentiated and are renewed more
quickly — accelerating the rate of technical obsolescence.

The trend towards codification, however, does not reduce the strategic value
of tacit knowledge — in particular in its “post-codification” forms — that retains its
crucial position, as a source of efficiency, on the one hand, and as a source of
rent for new expertise, on the other hand.

Re-use and recombination of knowledge: new styles of novelty

As an aspect of the emerging new paradigm, one may observe in a certain
number of sectors the development of a new mode of science-based innovation
based on the ability to exploit more intensively the enhanced information distribu-
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tion capabilities of the system. In this new research mode, advances in technol-
ogy are grounded more than ever before on the dynamics of mutual strengthening
and reciprocal consolidation of (competing) innovation projects. This implies rou-
tine use of a technological base allowing innovation without the need for “leaps”
in technology, and a corresponding new pattern of specialisation and “division of
innovative labour” (Arora and Gambardella, 1994).

One should emphasize that the conceptualisation that has shaped intellec-
tual property laws, and thus largely regulates much industry practice in regard to
R&D, is based on notions of absolute novelty and priority of invention (or disclo-
sure) that imply a view of knowledge as advancing in discrete steps, or “quanta of
innovation”. But it often has been pointed out that much innovation does not
correspond to either of these principles, but, rather, involves adding only small
elements of novelty, or novel rearrangements of known elements of design. One
must, of course, recognise the so-called “shoulders of giants” phenomenon in
technological progress, whereby small improvements in one part may enhance
the performance of a system whose basic principles are well established and
fundamental — as for example, in the case of a superior catalytic agent being
found for a chemical reaction process, which speeds its rate and increase its
yield. What is perhaps more significant, however, is the recent movement towards
the systematic exploration of the effects produced by new combinations, which
has emerged as the new research mode in some industrial sectors. In biotechnol-
ogy, innovation now proceeds through the concentration of all known characteris-
tics plus a difference. Similar tendencies are manifested in the software industry,
where re-utilisation of existing codes or algorithms (representing sub-processes)
has now become an essential strategy in the R&D process. The important differ-
ences among sectors, notwithstanding, these examples show that the production
of knowledge seems to be more and more marked by its cumulative and continu-
ous nature, and that, accordingly, the resulting innovation has a stronger collec-
tive character. This new innovation mode (or recombinant strategy, entailing the
routine use of a knowledge base) requires efficient and rapid access to the state-
of-the-art. Each industry must introduce procedures for the dissemination of infor-
mation regarding the stock of codes, technologies and programmes available, so
that individual innovators can draw upon the work of other innovators. But, that in
turn calls for enhanced mechanisms of evaluation of additions being made to the
dynamic database; and improved “search engines” to direct users to the relevant
-and reliable component within it.

The further development of this mode of knowledge generation — based on
the recombination and re-use of known practices — must confront the problems of
the impediments to accessing the existing stock of information that are created by
intellectual property rights laws. As has been pointed out, the principal forms of
intellectual property protection (patents and copyrights) can be seen as securing
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public disclosure, and therefore, as constituting an advance over systems of
private appropriation based upon secrecy. Nevertheless, their effect upon the way
in which knowiedge is organised and presented, and on the resulting costs of
access to it, make the structure of intellectual property rights a crucial considera-
tion for the design of a “distribution-oriented” innovation system.

Information technologies and research networks

The perception of an emerging new paradigm for technological innovation,
based upon more systematic and intensive exploitation of available knowledge
bases and strategies of recombination and integration for the generation of nov-
_elty, is reinforced by considering ongoing developments in information and tele-
communications technologies that are extending the power of electronic networks
as research tools. During the past decade there has occurred a remarkable
expansion in digital research networks, especially in the United States where, with
the introduction of NSFNET, in the mid-1980s, the volume of traffic, the number of
interconnected networks and their functionality, began rising at dramatic expo-
nential rates. Through the use of the T/IPC communication protocols this has now
been extended throughout 60 countries, to form a network of networks referred to
as the Internet. The network connects some information sources that are a
mixture of publicly available information (with and without access charge) and
private information shared by collaborators, including digitised reference volumes,
books, scientific journals, libraries of working papers, images, video clips, sound
and voice recordings, raw data streams from scientific instruments and processed
information for graphical displays, as well as electronic mail, and much else

besides.

These information sources, connected electronically as they are through the
Internet, represent components of an emerging, universally-accessible digital
“library”. Prospective advances in technology will make economically feasible the
digital conversion of massive bodies of extant and new data from variegated and
spatially distributed sources, and will permit them to be stored in networked
databases, whence they can be readily searched, processed and retrieved by
intelligent software; “collaboration technologies” are being developed to support
multi-media information exchange, multi-user editing, annotation and display.
There is every reason, therefore, to anticipate that a new epoch of “library
research” lies ahead of us, from which the scientific and technological research
communities that already are pioneering the use of the Internet (and specialised
data networks, such as those to support high energy particle physics and ocean-
ography research) may expect to benefit. The power of computer-linked instru-
ments to enhance the task-productivity of laboratory researchers in generating,
recording, analysing and displaying data has been amply demonstrated during
the past two decades (Moutton, Young and Eberhardt, 1990).. What appears to lie
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ahead is the fusion of those research tools with enormously augmented capabili-
ties for information acquisition and distribution beyond the spacial limits of the
laboratory or research facility, and consequently a great acceleration of the poten-
tial rate of growth of the stocks of accessible knowledge. It would seem to follow
that co-operative research organisations will be best positioned to benefit from the
information technology-intensive conduct of science and technology research. .

What is a “distribution-oriented” innovation system?

Our analysis of the economics of knowledge in the following pages rests
upon a particular conception of economically valuable knowledge, one which
highlights the three characteristics of knowledge-products discussed in Sections Il
and llI: degree of codification, completeness of disclosure, and ownership status.
We have argued that these characteristics are not inherent in the knowledge itself
but are, instead, the products of social organisation and of the attendant reward
structures of those institutions supporting the production of knowledge. As a
result, the critical factor governing distribution does not deal with any intrinsic
differences in the nature of “technological” as opposed to “scientific” knowledge.
Rather, the economically relevant characteristic of knowledge will depend on the
identity of institution or organisation within which the knowledge was produced,
the rules for disclosure that obtain within that organisation, and the external legal
and administrative environment regulating transactions in information. The nature
of the transferability of knowledge (for example between university and private
firm) is therefore directly dependant upon the problems of social organisation and
incentive structures which characterise those two different institutional forms.

Thus, one can suggest that the relative “distribution power” of a system can
be defined by reference to a particular configuration of norms, institutions and
incentive structures identified above: a system with a high distribution power
would be characterised by the predominance of the norm of disclosure (versus
secrecy and access restriction), strong incentives towards codification (versus
keeping a great deal of tacitness in the knowledge stock), intellectual property
rights systems enhancing the disclosure and co-ordination functions (such as
systems maintaining free access to new findings for research use). Such a core
of norms and institutions can reinforce the collective perception that it is pro-
innovative to reduce the obstacles to information dissemination caused by prop-
erty rights and appropriation by secrecy, replacing them with devices for promot-
ing co-operation and co-ordination among the actions of innovative agents. As a
result, distribution of knowledge as an institutional goal is enforced in such a
system: universities act as opened nodes in global information networks; firms
rapidly diffuse their new products and processes (through various possible market
and non-market mechanisms); researchers from different organisations and sites
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are drawn easily into collaborative institutional activities (standardisation commit-
tees, co-operative research networks) that allow them to solve co-ordination
problems posed by collective action.®

We have already argued, however, that in the case of knowledge, the norms
of openness and free access are very fragile. The theoretical reason is that
making the knowledge stock itself more socially useful will in many instances not
call for the same policy measures as those designed to make it more economi-
cally-valuable to private parties. Indeed, in the short run, these two goals are likely
to be in conflict. There is, therefore, a persistent, market-driven urge towards
reducing the distribution power of the innovation system by altering the norms,
incentive mechanisms and property rights systems in directions that encourage
non co-operative modes of pursuing scientific and technological knowledge.

Thus, we take a “distribution-oriented” system to be one whose institutions, .
incentive mechanisms and co-ordination arrangements have the foIIowmg three
proximate objectives:

— limiting the extension of intellectual property rights that erode the public
good nature of knowledge (and therefore impede distribution) into fields
and sectors initially organised under the non-commercial norms of open-
ness and co-operation, such as university research or even sectors of
emerging science-based technologies;

— designing systems of property rights in ways that do not impede the pool-
ing of knowledge — since intellectual property systems have disclosure
features that can be developed in ways supporting co-ordination of the
actions of innovative agents:

— improving the efficiency of information search and evaluation in view of the
incipient increased costs of storing, retrieving and using knowledge caused
by the exponential expansion of the science and technology knowledge
base.

Coping with the extension of property

One crucial aspect of the extension of the system of private property into the
realm of science and technological knowledge is the penetration of market-driven
rivalty into domains of knowledge production where rivalry among researchers or
among organisations previously was organised (and restrained) under the non-
commercial norms of openness and co-operation (David and Foray, 1995). Thus,
an essential goal of policy is to counterbalance this tendency by providing incen-
tive mechanisms and creating institutions that allow the system to maintain its
distribution power. There are two domains where this function is an issue of
particular importance: university research and sectors of emerging technologies.
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In a recent paper, David, Mowery and Steinmueller (1994) have analysed the
sources of inherent conflict between university’s and industry’s research institu-
tions. These involve the incompatibility of the distinctive reward systems that
underlie the organisation of research in the two domains (see Section ll). As a
consequence, university participation in industrial research involves a series of
restrictions aimed at balancing, regulating and containing these conflicts, includ-
ing guarantees of (eventual) disclosure of research after predetermined delays,
formulaic negotiation of intellectual property rights deriving from research out-
comes, and scrutiny of potential personal conflicts of interest in faculty research
activities.

Many empirical studies deal with particular facets of that problem, exploring
for instance:

— the extension of university patenting and research contracts activities and
its implications for the organisation of research and the quality of patented
research results (Henderson, Jaffe and Tratjenberg, 1994);

— the increasing industrial influence and control on a research agenda of
university laboratories through the extension of government-supported
University-Industry Research Centres (Cohen, Florida and Goe, 1994);

— the adoption of access restriction practices at the level of “intermediary
results”, especially research-related information that cannot be published
in journals, such as experimental materials and innovative instruments,
locally-produced software and data sets (Hilgartner and Brandt-Rauf,
1994);

— the increasing frequency of scientific publications that do not fully disclose
relevant findings that would permit replication by other scientists
(e.g. reduced ratio of publications of molecular structures whose co-
ordinates are disclosed to total published structures; reduced disclosure of
algorithms used in mass spectographic analysis) (Dasgupta and David,
1994).

These variegated indicators, when taken together, are particularly worrying,
since universities are logical candidates for an enhancement rather than a curtail-
ment of their functionality as “open nodes” in global scientific and technological
information networks. As observed by David, Mowery and Steinmueller (1994),
the interactions between universities and industries that seem likely to turn out to
‘have been most dysfunctional tend to be those arising when companies succeed
in convincing universities to internalise the norms of highly-proprietary research,
i.e. research that is closely linked to the strategic aims of the firm, or when
universities adopt practices that cause them to act in a similar fashion for their
own financial interest. Universities have historically been a strong element of the
institutional infrastructures designed to improve the distribution power of the sys-
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tems of innovation. In the history of the Western democracies, universities have
been concerned with the preservation, interpretation and transmission of knowl-
edge. Furthermore, the traditions of co-operative, disinterested scholarship that
the academies support, along with the institutional norms of open science com-
munities to which university regulations have been adapted, make these institu-
tions (in their generic form) particularly well suited to the tasks of integrating
internationally-distributed sources of knowledge, and, most importantly, of training
people how to search, evaluate and utilise the evolving knowledge base.

The issue of increasing fragmentation of the knowledge base by market-
- induced restrictions on access may also arise within individual sectors where
rivalry previously was organised (and restrained) under “information pooling” and
openness. Some recent cases attest to the possibility of a “spontaneous diffu-
sion” of a norm of secrecy and access restriction in such systems. Take, for
example, the current migration of the software industry from one comparatively
weak intellectual property regime to another that is much more restrictive. The
initial protection of intellectual property in software industry was accomplished by
resort to copyright law: a system which prohibits the users of a software program
from making copies of it without the permission of the individual company that
licences the program. It prevents one company from appropriating another com-
~ pany ’s work and selling it as its own. But the existence of a copyright does not
prevent other programmers from using algorithms or technigues contained in the
program in their own work. A single software technique can be implemented in
different ways to do totally different jobs. Thus, the institutional system of the
software industry was relatively “diffusion-oriented”, encouraging the information
dissemination and facilitating the co-ordination among the innovative projects.
Under this regime, it was normal for computer scientists in the commercial, as
well as the academic world to publish their discoveries. Secrecy about techniques
was not a significant problem and universities played a critical role by developing
software and distributing it without charge.” The system was thus perceived as
one rich in positive externalities, in which norms of co-operative behaviour in the
“university/hacker culture” and the formal institution of copyright played the role of
self-reinforcing institutional mechanisms to lock-in the system to a dominant con-
vention of openness and disclosure. Within the last few years, however, software
developers have been surprised to learn that hundreds, even thousands, of pat-
ents have been awarded for programming processes ranging from sequences of
machine instructions to features of the user interface. Many of the patents cover
processes that seem well-established elements of the “state of the art”, or obvi-
ous to its skilled practitioners. Software developers now fear that any one of the
thousands of individual processes in their programs may be subject to patent-
infringement claims. There are two features in this “phase transition” of the
intellectual property rights environment of the industry worth noting in the present
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connection: i) it is a process that exhibits the main characteristics of a spontane-
ous mode of diffusion; and ij) the process is one conducive to a dramatic disrup-
tion of the co-operative research networks that sustained the dissemination of
information and the co-ordination of activities among innovators.

The spontaneity of the process is caused by the chains of reprisal that
encourage the new form of behaviour, turning it into a new, emergent norm.
(As suggested by David and Foray, 1995, this process can be analysed as a
system of additively interdependent Markov chains.) Thus, although very few
programmers and entrepreneurs believe that patents are necessary for improving
the social organisation of R&D in the industry, there is a proliferation of patents.
This paradox is due to the fact that most patenting by companies is undertaken as
deferrence against others’ patent-infringement suits, or to secure assets that
could be used in cross-licensing negotiations. As a result, a new game, with new
rules and new norms of behaviour, is emerging spontaneously and rapidly.

Second, this new game leads to a radical disruption of the pre-existing
networks of co-operation: the expansion of software patents could mean the end
of software developed at universities and distributed without charge; patents
could also mean an end to public-domain software, which has played an impor-
tant part in making computers affordable to public schools; software patents
would pose a special danger to small companies, which often form the basic
structure of software development, but cannot afford the cost of patent searches
for litigation; and, last but not least, software patents introduce a major timing
problem in a system where the product cycles are very short with respect to the
application times for software patents which take an average of 32 months.

Thus a crucial question arising from this story is whether or not the industry is
evolving towards a cross-licensing system where firms secure narrow patents to
trade for the right to other patents, which might be capable of inducing the
formation of new co-operative R&D strategies. Given the characteristics of the
product (a modern software package may contain thousands of separately patent-
able processes, each of which adds to the risk of infringing patents that are
already in the pipeline), it is hard to conjecture that the patent system will be able
to become a co-ordinating factor in this industry.

Can one suggest any rationale for policies with respect to such a transition
towards a convention of secrecy and access restriction? The most realistic policy
option is certainly to allow firms to construct new forms of co-ordination in a
system in which the norm of openness has been altered. The goal, thus, is to
provide the. industry with some institutional tools — such as the self-organising
investment boards oriented towards collective support of basic research, training
programmes, standardisation activities, specialised capital goods supply
(see Romer, 1994), or such as any private institutions which can internalise
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externalities (see Weder and Grubel, 1993) — to allow firms to build new forms of
collaboration and co-operation.

A new approach to the deéign of intellectual property rights

Intellectual property rights, in and of themselves, are not an obstacle to
distribution of knowledge. Not only is disclosure required for registration of such
“property”, but the procedures involved can be designed so as to induce the
agents seeking protection to disclose quickly and disseminate widely their innova-
tions. Furthermore, the nature of the protection granted may be specified in ways
that encourage patentees (and copyright-holders) to make their innovations avail-
‘able for use by others at reasonably modest costs. This laiter goal can be
approached by restricting the “breadth” or scope of the patent grant, and the
“height” or degree of novelty required of the typical patentable innovation. Narrow
patents, and patents involving low degrees of novelty tend to favour recombina-
tion because they promote “pooling” and cross-licensing of innovations (Ordover,
1991; van Dijk, 1994). Other means are available too, such as introducing sui
generis legislation adapting property rights specifically to meet the needs of
sectors (e.g. software) where the recombination model of innovation is particularly
important and extending the principles of compulsory patent and copyright licens-
ing at “a reasonable cost”. To take another example, from biotechnology this
time, the successful introduction of the system of prepaid, lump sum access fees
attests to the possibility of according protection to an inventor while at the same
time maintaining zero marginal costs of access to knowledge-products required
for research. This approach maintains a free circulation of genetic resources
among researchers by use of a system of dependency licenses in the case of
dependent innovations (Joly and Hermitte, 1993).

Of course, such measures tend to diminish the private value of individual
increments to the privately owned knowledge base even though they may raise its
social value. At the other extreme, trade secrecy, like the various forms of access
restriction within the firms and scientific institutions in the case of military research
directly inhibits knowledge distribution; and strong trade secrecy laws reinforce
the attractiveness of holding back R&D results until filing broad patent applica-
tions on largely novel systems. Two policy approaches exist other than weakening
trade secrecy protection. One approach is to make the forms of intellectual prop-
erty protection that require detailed disclosure more attractive than secrecy by
providing some assistance, and expertise for the operations of patenting, and
pursuing infringers; the second approach is to promote collective forms of “pre-
competitive” R&D (high-tech consortia, industrial collective research), and inter-
firm co-operation in development of anticipatory technical standards.

The dynamics of using intellectual property as a means of promoting innova-
tion via co-operative knowledge sharing is characterised by positive feedbacks
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and multiple equilibria. The properties of the system can be considered in terms of
the linkages illustrated in Figure 2a: as the number of patents rises, the quantity of
information available increases. As a result, the economic returns on innovations
will rise in response to the increased probability that the innovator will be able to
profit from new knowledge adapted to his specific project. The number of innova-
tors, and thus the number of patents filed, will subsequently rise. The strength of
‘the system lies in the fact that not only is the number of patents a function of the
number of innovations, but the number of innovations would also seem to be a
function of the number of patents. The two curves representing supply of innova-
tions and patents in Figure 2b both slope upwards. The system is therefore
characterised by the possibility of multiple equilibria. It may be trapped in a low-
level equilibrium if one of the positive feedback effects is weak or not assured.
This is what happens, for example, when an increase in the number of patents
does not give rise to an increase in the amount of knowledge available (if the
access costs of patents and inventions is t0o high). It also occurs when the
increase in the number of innovations is not accompanied by a similar increase in
the number of patents (if patenting costs are high and the existence of trade
secret laws makes these a more advantageous means of appropriating
knowledge). '

Under a different set of circumstances, however, the economy will be situated
within a virtuous circle of generation and diffusion of new knowledge. Thus, in the
case of Japan, the link between the number of patents and the amount of knowl-
edge available is provided by the early disclosure requirement and rapid “on-line”
access to patent office databases, while the link between innovation and patents
is governed by the provisions relating to the low cost of patents, their lower
exclusionary value, as well as the absence of legislation on trade secrets (see
Ordover, 1991; Foray, 1995, and further discussion below).

Distribution as an information search problem: ability to retrieve,
evaluate, use and maintain knowledge

In a system characterised by a high distribution power, the proportion of
public and private knowledge that is disclosed should increase strongly in relation
to the restricted-access knowledge. If we follow the line of thought of Richardson
(1960) and Simon (1982), the principal problem then will reside in the efficient
storage of information, and its accessibility and the costs of compression and
selection. How to design organisations for an information-rich world?

Simon (1982) provides an excellent illustration of the difficulty of retrieving
specialised technological information. He studies the lag between the level of
sophistication of the statistical techniques applied by data users, and the level of
sophistication among experts in statistics. The more sophisticated programs are
~ not retrieved when they would be appropriate because: i) the user is not aware of
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Figure 2a. Patenting, innovation and the growth of knowledge
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their potential advance; and ii} his access to the existing knowledge through
appropriate inquiry procedures has not been institutionalised. Among other things,
he may have no way to recompense the eAxpert properly for his time and trouble
on a problem that is only a matter of “application”, hence not of direct professional
interest to the technique-oriented expert.

What general lesson is to be drawn from this concrete example? Today, the
search for pertinent information that is adapted to a particular project is most often
localised, that is to say, limited to the relations of proximity between entities, and
only rarely will be carried out within the totality of potential space for the existence
of the sought-after information. It is therefore necessary to pass from the local-
ised-knowledge distribution process, based on channels related to the physical
proximity of firms, to a wider interaction, which would be more appropriate to the.
optimal allocation of new knowledge among innovative firms.

The challenge is twofold:

— Following the emphasis of Richardson (1960) on the availability of mforma-
tion for co-ordination of market action, it is necessary to increase the
amount of available technological information to each agent. Conse-
quently, significant policy orientations are: the enhancement of the intellec-
tual propenty registration system to improve information disclosure features
(above); the extension of information infrastructures to build a universally-
accessible digital library; a more effective use of the standards-setting
process, as an important forum for the exchange of technical information
both within each industry and with users and suppliers.8

— The second challenge arises from the need identified by Simon (1982),
namely to “buffer the agent from the over-rich environment of information
in which it swims”, because the scarce resource has become attention

~ rather than information.

—~ However, there is no necessary contradiction between these two con-
structions of the problematic, inasmuch as it is possible to seek to
improve both the richness of the information environment and the
capacity to economic agents to survive and prosper in it.

— On the one hand, it is possible to reduce redundancy — at least a certain
type of redundancy which is produced by the “lawful” property of the

- facts (facts are lawful if certain of them can be predicted from certain
others). As suggested by Simon (1982), we need store only the fraction
needed to predict the rest: “With each important advance in scientific
theory, we can reduce the volume of explicitly stored knowledge without
losing any information whatsoever”. Thus, it can be efficient to reduce
redundancy when retrieval costs may be as high as the costs of recreat-
ing information from new experiments or deriving it from theory. Codifi-
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cation itself promotes this route to efficient “retrieval” of scientific and
technical knowledge.

~ On the other hand, it is possible to develop information processing
systems as devices supporting attention-conserving factors. In particular
the consolidation of general discriminating capabilities (Teubal, Yinnon
and Zuscovitch, 1991) through the creation of reference standards and
artificial agents will increase the productivity of the search processes of
technological information (Steinmueller, 1992). Furthermore, technology
centres and transfer sciences (see Blume, 1994) must be developed as
modes of institutionalising access to the existing stock of knowledge,
which will involve the creation of new professional incentives for the
required expertise (as recommended in Simon’s example).

However, the most important policy orientation in this perspective deals with
personnel training to support access to, and utilisation of, digital libraries

(Section ).

Consistency between the institutions of knowledge distribution and
capacities for training and education, finance, industrial manufacturing

The viability of a distributive system is dependent. upon the avaﬂablllty of

specific capabilities.

— By definition, a distribution-oriented system of innovation increases the
frequency of innovations, while diminishing their individual private eco-
nomic values. These innovations focus on the conception of products and
processes and are generated in the context of design analysis, develop-
ment and engineering activities, rather than research. Now, there are
strong interdependencies between design innovations and the economics
of industrial manufacturing: the system of innovation needs an industrial
manufacturing system capable of continuously integrating a flow of innova-
tions in design and engineering. This requires, on the one hand, structures
of horizontal co-ordination inside the firm, and, on the other hand, a capac-
ity for making co-ordinated adjustments in the industrial departments to the
successive technical improvements and engineering innovations. This
capability of adjusting continuously to a flow of incremental innovations is
based, according to Imai (1992), on the operation of “micro-macro infor-
mation loops”. These co-ordination devices facilitate the rapid propagation
of new technical knowledge and systemic innovations (the rapid migration
of each industrial sub-sets and partners to the new organisational norm),
and they support collective learning of the necessary adjustments.

— The education and training problem has already been addressed. It
includes two main points: on the one hand, education and training in the
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domains of engineering and transfer sciences; on the other hand, educa-
tion and training supporting the acquisition by economic agents of the
capability to interpret, manipulate, locate and retrieve codified knowledge
(above, Section III). * |
— The emergence of new models of innovation and the establishment of
distributive systems of innovation raise important financing problem. The
report of the Secretariat on National Systems for Financing Innovation
(OECD, 1995), shows very clearly that such changes are liable to
destabilise institutions and rules designed for a different mode of techno-
logical advance. From the finance point of view, the movement towards a
more strongly distribution-oriented system would tend to increase the
uncertainty regarding the appropriability conditions of innovation and might
result in the shortening of the life span of proprietary products. These
tendencies, combined with the increased cost of R&D — due to the multidis-
ciplinary character of research and to the high lumpiness (indivisibility) of.
research activities — may have major effects on the organisation and beha-
viour of the financing system. There is, thus, a critical problem of adapta-
tion of the finance structures to the new priorities of the innovation sys-
tems. The report quoted above addresses this problem exhaustively by
relating the methods of financial system surveillance to alternative innova-

tion systems.

Is a distribution-oriented system likely to favour a particular style of -
innovation? Should such a system be viewed as a “transitory state”’?

Innovations based on re-use, recombination, analytical design and reverse
engineering — i.e. on the youtine use of a technological base — are often viewed as
representing derivative rather than fundamental or foundational novelties. This
raises two important questions. Is such a system of innovation, the institutions of
which are designed to facilitate the generation of “derivative” novelty, also condu-
cive to support radical innovations — in the economic sense of “radical”,
i.e. having the potential for widespread application with profound impacts on
productivity and welfare? If not, is this kind of system essentially of a transitory
nature, very well designed for “catching up economies”; but including institutions
and incentive mechanisms which are rather inappropriate to a “forging ahead”
economy, to use the terminology?

On this set of issues we presently are able only to comment briefly and, for
illustrative purposes, will restrict our remarks to the insights that may be drawn
from studies of Japanese intellectual property institutions (see, e.g., Doi, 1980;
Ordover, 1991; Westney, 1994). There are a number of respects in which the
Japanese implementation of a patent system diverges systematically from the us
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system: j) filing costs are low; ii) priority is given to the first to file; Jii) patent
applications are laid open immediately; iv) are subject to challenge by interested
parties for a limited period; and iv) applicants may make changes during a limited
period after filing. This regime, coupled with the absence of trade secrecy laws,
encourages rapid disclosure and dissemination of information about patents filed
on “narrow” innovations, particularly suited for cross-licensing. At the micro level,
this regime, according to Ordover (1991), “rewards those who reverse engineer
and modify, often in minor ways, the existing inventions and penalises those who
wish to protect their major technological breakthroughs”. At the macro level, “this
system is less designed to meet the intellectual property protection requirements
of an economy that has become a technological leader, as opposed to a techno-
logical borrower”. If the Japanese system is to be understood as a successful
adaptation to a particular historical context that was inherently transitory, the
implication might be drawn that the next evolution of the Japanese pattern of
innovation would involve transforming the institutional infrastructure in a way that
will degrade their “distribution power”.

However, the thrust of science and technology policy in Japan today is
towards the reinforcement of the institutions and mechanisms designed for distrib-
uting knowledge, the fact that the Japanese economy has “caught up” with the
world’s technologically-advanced countries notwithstanding. This renewed
emphasis on knowledge distribution has a dual aspect (Imai, 1992): j) the increas-
ing ability of the firms to master the interdisciplinary character of research by
connecting themselves to a broad range of external R&D institutions; and /i) the
spatial process of agglomeration of the biggest corporate R&D institutions in the
Tokyo area, allowing the system to benefit from recurrent interactions on each of
three dimensions — between users and suppliers; the integration of R&D, market-
ing, and manufacturing; and connections between physical products, software
and services — which generate rapidly changing streams of information and give
insight for further R&D. As expressed by Imai: “the character of the new industrial
society is one of continuous iterative innovation generated by linkages across the
border of specific sectors and specific scientific disciplines”. ‘

How can we explain the apparent paradox that the increasing necessity of
generating systemic innovations appears to be inducing an increasing emphasis
- in Japan on distribution-oriented institutions? The resolution resides in exposing a
misconception of the nature of “radical” innovation, which leads to a mistaken
view of the nature of innovative institutions best suited to the maintenance of
technological leadership. In other words, the “paradox” arises from the supposi-
tion that there is a necessary contradiction between the production of radical
innovations and a distribution-oriented institutional structure which promotes a
collective mode of problem-solving. Rivalry is a spur to effort, as has been amply

57



demonstrated. But rivalry in the pursuit of knowledge has also been shown to lead
to many inefficiencies (see, e.g. Dasgupta and David, 1994).

What is a radical innovation if not the non-linear effects (architectural or
revolutionary) resulting from the cumulative process of knowledge advances and '
. from the convergence of technical structures that were not previously linked?
Thus, the generation of radical innovations is may be quite dependent upon the
knowledge distribution environment. There are no strict one-to-one correspon-
dences between one mode of organisation and one style of innovation.

It does appear, nevertheless, that historically there has been some under-
allocation of resources to basic research in the Japanese system, as well as
institutional weaknesses in the university-industry research links (Hicks, 1994).
The latter institutional failure, however, is one that can only be eliminated by
increasing the knowledge distribution power of the system. What would be a
contradiction of the principles of a distribution-oriented system is the isolated
growth of basic research capabilities, without any linkages to engineering capabil-
ities. Unbalanced development of scientific research capabilities would result — as
in France and in the United Kingdom — in the situation Pavitt (1992) described to
the British Science Council: “not too much science but too little technology!”.

Thus, there is no reason to think that a distributive system would only be
adapted to certain particular growth trajectories. It is an organisational mode of
innovation which is able to support the various steps of the process of technologi-
cal advance.

Distributive systems and the global economy

A system that qualified as “pro-distributive” from the point of view of its
internal circulation of knowledge may or may not possess efficient absorptive
capabilities from the point of view of the acquisition and appropriation of knowl-
edge from outside. But it is most likely that these two characteristics will be
coupled. The ability to assimilate quickly the technological advances generated
within other systems may be a source of frictions in the global economy, since the
asymmetries generated by the strong absorptive capacity of one country will be
amplified by the difficulties the others encounter in acquiring externally-generated
scientific and technological knowledge. These asymmetries can invite protection-
ist and neo-mercantilist reactions, in which countries whose industries appear to
have difficulty identifying and implementing new concepts and technologies aris-
ing at the research frontiers that its own scientists and engineers are exploring,
seek to prevent such knowledge from “leaking out”. Retaliation in these policies
of information-restriction (including reciprocal tightening of trade secrecy laws and
intellectual property protection measures) will engender a “negative-sum” game.
Yet a destruction of that kind is by no means necessary. The most pernicious
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policy responses arise not from the logic of the economics of science and technol-
ogy, but rather, from the misguided application of techno-mercantilist arguments,
and from what Krugman (1994) recently has castigated as the “dangerous obses-
sion” with “competitiveness”. There is a better solution to this problem, which
resides in the evolution of each country towards particular version of the distribu-
tion-oriented system. However, as our introductory remarks on path-dependence
suggest, re-positioning a system in order to increase its distribution power is a
difficult process, entailing the transformation of the institutions and incentive struc-
tures that are interlocked with one another. Piecemeal importation of other
nations’ solutions are likely to fail, and attempts at wide-ranging unilateral shifts
away from national policies geared to private “appropriation” of knowledge are far
more vulnerable to domestic political opposition than are policies that can be
premised on multilateral reciprocity among trading partners.

V. POLICY IMPLICATIONS AND AN AGENDA FOR FURTHER RESEARCH

National policy implications

In terms of national policy implications, the challenge can be formulated as
that of moving towards the “disclosure” region of the knowledge product space
(Figure 1). Among the lines of action that could be pursued in this connection, we
note the following seven:

— intellectual property protection for widespread licensing of commercial
exploitation, fixed access charges for research use;

— P registration system enhancements to improve information disclosure
features; '

— information infrastructures, intelligent software, and personnel training to
support access to, and utilisation of, digital libraries;

— university-industry-government R&D collaborations under rules preserving
universities’ role as nodes in “open knowledge networks”;

— support of educational programmes in the “transfer sciences”;

— increased emphasis on diffusion-oriented rather than “mission-oriented”
science and technology projects; -

— encouragement of new financial instruments, institutions and accounting
standards to facilitate investment in intangible knowledge products, and
the financing of collaborative R&D enterprises.
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International policy implications

Reconsidering international policy issues from the perspective of knowledge
distribution systems, the general thrust of the analytical arguments and empirical
observations we have made, regarding national institutions and policies that
- are critical for innovation processes, point to the importance of resisting neo-
mercantilist “techno-nationalist” tendencies affecting the exchange of information
and the sharing of the scientific and technological knowledge bases. International
co-operation and co-ordination should be pursued wherever possible to ensure
that institutions that presently function in an “open mode” should not become
closed, whereas present national policies that interfere with the transfer of eco-
nomically relevant knowledge should be modified in a direction of open
exchanges. As an example of the first policy, it seems desirable, as argued
recently by David, Mowery and Steinmueller (1994) that greater university-
industry research collaboration should not become a pretext for reducing the
ability of universities to function as nodes in international scientific networks. In
connection with the second policy prescription, national restrictions on the acqui-
sition by foreign firms of domestic science-based enterprises should be resisted
where the intention is to block the transfer of knowledge; and the participation of
foreign enterprises in government-financed programs of engineering and techni-

- cal development should be facilitated under reciprocal agreements. '

More broadly, the perspective developed here has suggested the importance
of reconsidering many areas of potential international economic liberalisation and
co-operation, which would be conducive to strengthening the innovation systems
of participating national entities. Among the topics that could be taken up in this
connection, we note the following five:

— Intellectual property rights harmonisation. Harmonisation can benefit infor-
mational aspects of patents and copyrights; it does not imply anything
about the necessity or desirability of providing a high level of protection for
intellectual property. ‘

— Standardisation and standards institutions. International reference stan-
dards, and the metrology movement to facilitate exchange of information
among engineers and scientists, serve to increase inter-operability of sys-
tems designed in different countries, by reducing non-strategic sources of -
variety in design. Standards institutions are fora for exchange of technical
information, and vehicles for collective R&D in the design of future
systems.

— International co-operation on electronic infrastructures. Communication
satellites, electronic networks, conventions on trans-border data flows for
S&T should be separated from the general debate on the North-South

. issues (privacy, security) concerning the transmission of commercial data.
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— International co-operation for megascience. Large projects create common
practices and personal contacts among researchers, from which efficient
formal and informal networks for the distribution of scientific knowledge
can emerge and be maintained through modern electronic communica-
tions and collaboration technologies. ‘

— Overseas training of scientists and engineers. Training as a specialised
function of some countries creates basis for continuing connections which
can link countries of origin with S&T activities in training centres.

A new research agenda for assessing and comparing systems
of innovation

Thus, a system of innovation cannot only be assessed by comparing some
absolute “input” measures such as R&D expenditures, with “output” indicators,
such as patents or high-tech products. Instead innovation systems must be
assessed by reference to some measures of the use of that knowledge which
they produce or could acquire — i.e. ratios between what is produced and what is
used (by recombination, diffusion, dual development, change of form, etc.), and
how efficiently they allocate resources between accessing existing knowledge
‘bases and undertaking (potentially duplicative) independent programs of discov-
ery and invention. It is necessary that national policy-makers have a better picture
of their own country’s (and other nation’s) performance in this regard; and,
symmetrically of the magnitude of the losses of innovative potential due to the
limitations of their knowledge distribution and knowledge-pooling capabilities. B

According to the usual indicators (R&D expenses, patents and bibliometrics,
high-tech products), it is difficult to know: i) what is the proportion of scientific
knowledge discoveries that are accessible to industrial innovators; i) what is the
proportion of current additions to engineering knowledge rapidly transferred to
researchers in basic science; jij) what is the extent and rate of diffusion of specific
new technologies in particular branches of industry; iv) what is the importance of
the transfer of knowledge between military and civilian domains; v) what is the
comparative importance of additions to stocks of tacit knowledge requiring trans-
fers through movements of personnel, knowledge kept secret, knowledge as joint-
product of expertise and consulting services; vi) what is the rate of obsolescence
- of the stock of codified knowledge, etc. With the development of such measures,
national and transnational systems of innovation could be characterised by their
“distribution power”, or, at least, their profiles could be described in ways that
would reveal the relative “distribution-orientation” of their institutional infrastruc-
tures (see also Smith, this volume).
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The development of new quantitative and qualitative indicators (or the crea-
tive use of existing ones) is an urgent need in the formation of more effective
science and technology policies. It is therefore a promising development that,
under the auspices of the OECD’s Working Group on Innovation and Technology
Policy in the Directorate for Science, Technology and Industry, a programme of
exploratory studies for the creation of a new indicator framework is currently
underway involving experts from a number of national statistical offices.
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NOTES

. Similarly, if it is true that “scientific reseach is ‘research dependent’ while engineering
research often operates beyond the bounds illuminated by prevailing theory and the
accumulation of understanding takes place in localised experiments of a trial and error
kind” (Metcalfe, 1991), the degree of theoretical dependence is no more than a social
norm, a product of the competition between scientific communities. Ferguson (1992),
Chapters 6-7, discusses the changes in the norms of academic engineering training in
the present century in regard to dependence on formal mathematical modelling. There
are, as with technical standards, degrees of incompatibility (of freedom) in the accumu-
lation of scientific knowledge (Loasby, 1986).

. The extent of spillovers from certain kinds of knowledge may be dependent also on the
structure of the phenomena to which-the knowledge pertains. For example, in David,
Mowery and Steinmueller (1992), the applicability of “homotopy”, “metanymy”, and the
absence of “lumpyness” (i.e. indivisibility) suggest that there will be substantial spillover
effects from knowledge acquisition. But these are not universal characteristics of every
branch of science and technology.

. Knowledge interactions can also produce “bounded learning” phenomena, reducing the
magnitude of the positive learning externalities: what can be learned at any one point in
time is strictly bounded. Scientific and technological advances are interdependent and
the fact that a “key” knowledge process may be missing may diminish the returns to
further advances in other areas. This consideration has been spelled ou by
David (1975) as an argument for the localisation of technical progress in a core around
the existing technique: one cannot advance except in a “balanced way”, which means
that a constraint on advance in one element of a system will block all advance, rapldly
d|m|n|sh|ng the R&D effort.

. In most endogeneous growth models dealing with the accumulation of knowledge, the
flow of innovation is the time derivative of the stock of knowiedge (Romer, 1990, 1993),
but this is regarded as a purely definitional relationship.

. A characteristic that these new algorithms share is that while the analytical complexity
of the problems being solved increases exponentially in the number of variables, the
computational requirements of the algorithm increase by some linear function of the
problem’s size.
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6. See David and Foray (1995) for an analytical exploration of the question of how a
system can get locked-in to such a dominant convention of openess, disclosure and

knowledge distribution.

7. The place where trade secrecy is used extensively in software is the “source code” for

_ programs.

8. The system of industrial standardisation, in other words, functions as a means of
placing ongoing pressures on firms to upgrade their products, while providing them with
the technical information required to do so (Ergas, 1987).

64



. BIBLIOGRAPHY

ARORA, A. and A. GAMBARDELLA (1994), “The Changing Technology of Technological
Change”, Research Policy, 23, pp. 523-532.

ARROW, K.J. (1971), “Political and Economic Evaluation of Social Effects and Externali-
ties”, in M. Intrilligator (ed.), Frontiers of Quantitative Economics, (Contributions to
Economic Analysis, Vol. 71), North Holland, Amsterdam.

BLUME, S.S. (1994), “The Development of ‘Transfer Sciences™. Paper presented at the
CEPR/AAAS Conference on “University Goals, Institutional Mechanisms and the
‘Industrial Transferability’ of Research”, held at Stanford University, Stanford, CA,
March 18-20.

COHEN, W., R. FLORIDA and W.R. GOE (1994), “University-Industry Research Centers
in the United States”. Paper presented at the CEPR/AAAS Conference on “University
Goals, Institutional Mechanisms and the ‘Industrial Transferability’ of Research”, held
at Stanford University, Stanford, CA, March 18-20.

COWAN, R. and D. FORAY (1995), “Quandaries in the Economics of Spillovers and Dual
Development”, Research Policy (forthcoming).

DASGUPTA, P. and P.A. DAVID (1987), “Information Disclosure and the Economics of
Science and Technology”, Chapter 16 in G.R. Feiwel (ed.), Arrow and the Ascent of -
Modern Economics, New York University Press, New York.

DASGUPTA, P. and P.A. DAVID (1994), “Towards a New Economics of Science”,
Research Policy, 23, pp. 487-521.

DAVID, P.A. (1993a), “Knowledge, Property and the System Dynamics of Technological
Change”, Proceedings of the World Bank Annual Conference on Development
Economics 1992, (published as a supplement to L. Summers and S. Shah (eds.),
World Bank Economic Review), IBRD/World Bank,Washington, DC, pp. 215-248.

DAVID, P.A. (1993b), “Intellectual Property Institutions and the Panda’s Thumb” Chapter 1
in M.B. Wallerstein et al. (eds.), Global Dimensions of Intellectal Property Rights in
Science and Technology, National Academy Press,Washington, DC.

DAVID, P.A. (1994a), “Reputation and Agency in the Historical Emergence of the Institu-
tions of ‘Open Science™, MERIT Research Memorandum 2/94-006.

DAVID, P.A. (1994b), “Why are Institutions the ‘Carriers of History’?: Path Dependence
and the Evolution of Conventions, Organizations and Institutions”, Structural Change
and Economic Dynamics, Vol. 5, No. 2, pp. 205-220.

65



DAVID, P.A. and D. FORAY (1995), “Institutions, Incentives and the Nature of Externalities
in the Process of Knowledge Generation”, paper presented to the Colloquium in
honour of George B. Richardson, held at St. John’s College, Oxford, 4-6 January.

DAVID, P.A., D.C. MOWERY and W.E. STEINMUELLER (1992), “Analyzing the Economic
Payoffs from Basic Research”, Economics of Innovation and New Technology, Vol. 2,
No. 1, pp. 73-90.

DAVID, P.A., D.C. MOWERY and W.E. STEINMUELLER (1994), “University-industry
Research Collaborations: Managing Missions in Conflict”. Paper presented to the
AAAS-CEPR Conference on “University Goals, Institutional Mechanisms and the
Industrial Transferability of Research”, held at Stanford University, 18-20 March.

DAVID, P.A. and G. WRIGHT (1992), “Resource Abundance and American Economic
Leadership”, Center for Economic Policy Research Publication No. 267, Stanford
University, Stanford, CA, August.

van DIJK, T. (1994), The Limits of Patent Protection: Essays on the Economics of Intellec-
tual Property Rights, Universitaire Pers Maastricht, Maastricht.

DOV, T. (1980), The Intellectual Property Law of Japan, Sijthoff & Noordhoff, Alpen ann de
Rijn. ,

ERGAS, H. (1987), “The Importance of Technology Policy”, in Dasgupta and Stoneman
(eds.) Economic Policy and Technological Performance, Cambridge University Press.

ERGAS, H. (1994), “The ‘New Face’ of Technological Change and Some of its Conse-
quences”, unpublished memorandum, March, 8 pages.

FREEMAN, C. (1987), Technology Policy and Economic Performance: Lessons from
Japan, Pinter Publishers, London.

FORAY, D. (1995), “The Economics of Intellectual Property Rights and Systems of Innova-
tion: The Persistence of National Practices” in Hagedoorn (ed.), Technical Change
and the World Economy, Edward Elgar, pp.109-133.

FORAY, D. and C. FREEMAN (eds.) (1992), Technology and the Wealth of Nations, Pinter
Publishers, London. ‘

FORAY, D. and P. LLERENA (1995), “Information Structure and Co-ordination Policy: The
Case of the FRG", Evolutionary Economics, forthcoming.

HENDERSON, R., A. JAFFE and M. TRAJTENBERG (1994), “Numbers Up, Quality
Down? Trends in University Patenting 1965-1992”. Originally presented at the CEPR/
AAAS Conference on “University Goals, Institutional Mechanisms and the ‘Industrial
Transferability’ of Research”, held at Stanford University, Stanford, CA, March 18-20;
revised December 1994 as “The Bayh-Dole Act and Trends in University Patenting
1965-1988".

HICKS, D. (1994), “Institutional Mechanisms Governing University-Industry Research Co-
opeation in Japan”. Paper presented at the CEPR/AAAS Conference on “University
Goals, Institutional Mechanisms and the ‘Industrial Transterability’ of Research” held
at Stanford University, Stanford, CA, March 18-20.

HILGARTNER, S. and S.I. BRANDT-RAUF, (1994), “Controlling Data and Resources:
Access Strategies in Molecular Genetics”. Paper presented at the CEPR/AAAS Con-

66



ference on “University Goals, Institutional Mechanisms and the ‘Industrial Transfera-
bility’ of Research”, held at Stanford University, Stanford, CA, March 18-20.

IMAI, K. (1992), “The Japanese Pattern of Innovation and its Evolution”, in Heertje and
Perlman (eds.), Evolving Technology and Market Structure, The University of
Michigan Press.

JOLY, P.B..and M.A. HERMITTE (1993), “Plant Biotechnology and Patents in Europe: An
Economic Analysis of Alternative Models of Intellectual Property Rights”, Biotechnol-
ogy Review, No. 1, November.

KRUGMAN, P. (1994), “Competitiveness: A Dangerous Obsession”, Foreign Affairs,
(March/April).

LOASBY, B. (1986), “Organization, Competition, and the Growth of Knowledge”, in
Langlois (ed.), Economics as a Process, Cambridge University Press.

LUNDVALL, B.A. (ed.) (1992), National Systems of Innovation, Pinter Publishers.

MACHLUP, F. (1984), The Economics of Information and Human Capital, Princeton
University Press, Princeton, NJ.

METCALFE, S. (1992), Competition and Collaboration in the Innovation Process
University of Manchester, Discussion Paper No. 79.

MOULTON, P.M., Joan YOUNG and J.J. EBERHARDT (1990), “Technological Advances
in Instrumentation: Impacts on R&D Productivity”, Battelle Institute Working Paper,
Pacific Northwest Laboratory, Richmond, Washington.

NELSON, R. (1992), “What is ‘Commercial’ and What is ‘Public’ about Technology, and
What Should Be?”, in Rosenberg, Landau and Mowery (eds.), Technology and the
Wealth of Nations, Stanford University Press.

NELSON, R. (1993), National Systems Of lnnovat/on A Comparative Study, (17 coun-
tries), Oxford University Press.

ORDOVER, J. (1991), “A Patent System for Both Diffusion and Exclusion”, Journal of
Economic Perspectives, 5(1), pp. 43-60.

OECD (1992), Technology and the Economy: The Key Relationships, Paris.
OECD (1995), National Systems for Financing Innovation, Paris.

PAVITT, K. (1992), “How Useful is Basic Research?”, in D. Foray and C. Freeman (eds)
Technology and the Wealth of Nations, Pinter Publishers.

RICHARDSON, G.B. (1990), Information and Investment, Oxford: Clarendon Press.

ROMER, P. (1990), “Endogenous Technological Change”, Journal of Political Economy,
98(5), Part 2, pp. 571-5102.

ROMER, P. (1993), “The Economics of New Ideas and New Goods” (published as a
supplement to L. Summers and S. Shah (eds.), World Bank Economlc Review), IBRD/
World Bank, Washington, DC.

ROMER, P. (1994), “Implementing a National Technology Policy Strategy with Self-
organizing Industry Investment Boards”, Brookings Papers, Microeconomics, 2.

67



ROSENBERG, N. (1990), “Why do Firms do Basic Research (With their Own Money)?”,
Research Policy.

SAMUELSON, P.A. (1954), “The Pure Theory of Public Expenditure”, Review of Econom-
ics and Statistics, Vol. 36, December, pp. 387-389.

SCOTCHMER, S. (1991), “Standing on the Shoulders of Giants: Cumulative Research and
the Patent Law”, Journal of Economic Perspectives, 5(1), pp. 29-44.

SIMON H. (1982), “The Economics of Information Processing”, Part VI, in Behavioral
Economics and Business Organization, The MIT Press.

SOETE, L. and A. ARUNDEL (1993), An Integrated Approach to European Innovation and
Technology Diffusion Policy, Publication No. EUR 15090 EN of the EC Commission,
Brussels-Luxembourg.

STEINMUELLER, W.E. (1992), “The Economics of Production and Distribution of User-
specific Information via Digital Networks”, in Antonelli (ed.), The Economics of

Information Networks, North-Hollan. _
TEUBAL, M., T. YINNON and E. ZUSCOVITCH (1991), “Networks and Market Creation”,
Research Policy, 20, pp. 381-392.

WEDER, R. and H. GRUBEL (1994), “The New Growth Theory and Caesar Economics:
Institutions to Capture Externalities”, Weltwirtschtliches Archiv, 11, pp. 488-513.
WESTNEY, D.E. (1994), “The Evolution of Japan’s Industrial R&D”, in M. Aoki and R. Dore
(eds.), The Japanese Firm: The Sources of Competitive Strength, Oxford University

Press, Oxford.

68



INTERACTIONS IN KNOWLEDGE SYSTEMS:
FOUNDATIONS, POLICY IMPLICATIONS AND
EMPIRICAL METHODS |

CONTENTS

. Introduction . .. ... ... . . e e 70
Il.  Types of System Concepts in Innovation Performance........... 72

lll.  Foundations of the “Knowledge System” Approach to Innovation
Policy ......... et ettt e e 74
IV. Central Policy Issues in the “Knowledge System” .............. 83
V. Empirical Identification and Analysis of Knowledge Systems ...... 85
Bibliography . . . .. ... 99

This article was written by Professor Keith Smith, Director of the STEP Group (Group for Studies in
Technology, Innovation and Economic Policy), Storgaten 1, 0155 Oslo, Norway.

69



I. INTRODUCTION

Recent years have seen fundamental changes in the ways we conceptualise
innovation processes. The purpose of this paper is to discuss the basis and policy
implications of “systems” approaches to innovation, and then the extent to which
policy-relevant empirical descriptions of systems are possible. What kinds of
indicators and empirical methods can we use to characterise the profile and
interactions of an innovation system?

Although this article is aimed at operational policy tasks there is nevertheless
a discussion of underlying conceptual issues. These are related to the nature and
characteristics of technological knowledge. The reasons for this discussion are
that, firstly, these conceptual approaches have a powerful impact on the rationale
for public policy, sometimes by explicit argument and sometimes because they
form the “conventional wisdom” about policy. Secondly, they affect the develop-
ment of indicators. Statistics are not neutral “bits” of data; they always have a
conceptual foundation. This implies that statistics and indicators are conceptually
~ specific, and therefore useful for some tasks and not for others. A particular
problem in mapping systems is that for the most part we are constrained to use
indicators which are derived from very different explicit or implicit concepts of
innovation and knowledge.

In turn, this suggests that there are no straightforward routes to empirical
system mapping: we have neither purpose-designed data sources, nor any obvi-
ous methodological approach. The challenge, therefore, is to use existing indica-
tors and methods which give an appreciative understanding of system structures,
~ profiles and dynamics. The good news however is that there are new data
sources which permit advances in this area.

The article th~erefore has the following specific objectives:

— first, to contrast the concepts of knowledge which characterise neo-classi-
cal production theory and modern innovation theory, and to clarify the
implications for policy and for indicator systems; '

— second, to outline some key public policy tasks in a knowledge-systems
approach, and some of the indicator needs which they imply;
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— third, to discuss the types of statistics, indicators and empirical methods
which can be used in mapping ‘knowledge profiles’ and which are available
for analysis of policy measures vis-a-vis knowledge systems.

Systems approaches to scientific and technological change are part of a |
wide-ranging reappraisal within the analysis of economic performance. In general,
~the past two decades have seen major changes in thinking about the foundations

and scope of policies for innovation. These changes have been driven by persis-
tent macroeconomic problems and instabilities since the early 1970s; by scientific
and technological revolutions, which are to some extent co-evolving and produc-
ing major generic technology change; and by changes in our understanding of the
nature and characteristics of innovation processes, and their economic effects.

These developments are inter-related. As early as 1980, OECD analysts
were arguing that the crisis of the 1970s was both long-run and technology-
based, and it has since become widely accepted that structural change, changing
trade shares, and inter-country growth differences have strong technology com-
ponents, in two senses. First, inter-country differences in performance reflect
differences in relevant science and technology resources and activities
(Fagerberg, 1988). Secondly, such divergences appear to reflect less tangible
differences in how technological knowledge is created and distributed within par-
ticular national contexts. In other words, industrial success reflects a new model
of knowledge-sharing and co-ordination processes, as illustrated by the Japanese
example (Freeman 1987; Fransman 1990).

These developments have been associated wath a much increased vqume of
research, theoretical and applied, on the nature, characteristics and effects of
innovation processes. Such research has been based primarily on case studies of
firms and industries, although there have also been a range of statistical studies
based on official data sources and.innovation indicators of various types. The best
overall survey of this research programme is Dosi (1988). One of the key results
of such work has been a rather fundamental rejection of some of the tenets of
production theory and theories of invention (within economics), and of the primary
innovation model which has been used for policy analysis. These basic
approaches are fundamental both to the rationale for policy, and for the relevance
and practical use of different types of indicators. For that reason it is also useful to
discuss some of the underlying foundations both of the neo-classical mainstream
and the newer alternatives, since they give rise to quite different assessments of
policy objectives and indicator needs.
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[I. TYPES OF SYSTEM CONCEPTS IN INNOVATION PERFORMANCE

Systems approaches vary in emphasis and level, but they share a common
core idea: the overall innovation performance of an economy depends not so
much on how specific formal institutions (firms, research institutes, universities,
etc.) perform, but on how they interact with each other as elements of a collective
system of knowledge creation and use, and on their interplay with social institu-
tions (such as values, norms, legal frameworks, and so on).

The argument of this paper is that the systems approach has significant
implications for the rationale, objectives and methods of public policies for sci-
ence, technology and innovation. However it is important to note that there are a
number of somewhat different systems approaches available from economic and
social studies of innovation. Very broadly these are of three types:

Technological system approaches: analyses of technology which concep-
tualise technologies not as artefacts but as integrated systems of components,
and supporting managerial or social arrangements. In this work the problem of
understanding technologies has three dimensions:

— an engineering level at which techniques are inter- operanve or

complementary;

— a cognitive level on which technologists and engineers form a consensus

on problem-solving heuristics, key lines of advance and so on; and

— a managerial and social level, at which developmental and selection deci-

sions are made.

These approaches tend to operate either with respect to particular complex
technologies, or particular industries. Examples from the history of technology
might include the long-run historical work of Gille (Gille, 1978), Hughes’s work on
~ electricity production and distribution systems (Hughes, 1983), or — in economic
theory — Dosi’'s work on technological paradigms (Dosi, 1982); plus a closely
relevant sociological literature (see for example, Bijker et al., 1992) for a general
view on technological systems, see Rosenberg (1982).

Industrial cluster approaches: these are analyses which explore the per-
formance of industrial sectors in terms of the integration of different types of firms
and industries, sometimes around key technologies, and which emphasize envi-
ronmental conditions and inter-industry interactions in creating dynamic clusters
or blocks of industry characterised by high growth of output, productivity and
— sometimes — trade shares. The best-known example of this approach in recent
years is Michael Porter's The Competitive Advantage of Nations (Porter, 1990),
but this approach actually has many antecedents; in particular the work of
Dahmén (1950) on “development blocks” and Hirschman (1958) on linkage
effects. Although such work is strongly systemic in character, it is not necessarily
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focused on the specific dynamics of innovation and technology creation (even in
Schumpeter, where the emphasis is on the effects of technological change rather
than its characteristics and sources)

National systems of innovation: these are essentlally analyses of innova-
tive environments which focus on processes of learning and knowledge accumu-
lation, particularly emphasizing institutional aspects, and various forms of interac-
tion among innovators. There is a significant literature in economic geography and
regional studies on this subject, springing out of the work of F. Perroux, and
mainly focusing on factors shaping the emergence of high-technology regions.
More relevant for overall policy discussion are analyses at national level, such as
the work of the “regulation” school (for a brief overview, see Boyer, 1988). But,
drawing on this work, and linking it with innovation theory, is more recent research
on the “national innovation systems” concept. The main authors are Lundvall
(1992) and Nelson (1993). In turn, related to this, is the “knowledge systems”
concept first systematically proposed in Soete and Arundel (1993), and developed
in David and Foray (1995). In these approaches, economic dynamics and eco-
nomic performance are primarily shaped by innovation activities, and the focus is
on the processes of learning through which technologies are created and used;
the argument is that learning is a collective process, shaped by formal institutions
(such as universities, corporations, regulatory systems, etc.) and by social institu-
tions; such knowledge-creating systems are central to economic performance
issues.

These system concepts overlap, but if we are using indicators it is neverthe-
less necessary to be clear about what type of approach we are using. This paper
focuses on the concept of a knowledge system and its “distribution power”,
developed by David and Foray (1995, see this volume), particularly its implica-
tions for public support and management of institutions for scientific and techno-
logical learning. What is different about the David-Foray approach is that is based
on an explicit taxonomy of types of knowledge, and their forms of interaction. This
issue is present in the more traditional “national systems” approaches (see espe-
cially Johnson, 1992), though not always in an explicit form. But an approach via a
more elaborated concept of “knowledge for innovation” is clearly central to any
system theory of innovation, and it has obvious relevance to policy-makers who
are dealing primarily with knowledge-creating institutions; in addition, the David
and Foray approach is amenable to empirical analysis.
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[ll. FOUNDATIONS OF THE “KNOWLEDGE SYSTEM” APPROACH
' TO INNOVATION POLICY

There is a fundamental contrast between system approaches to knowledge
creation and diffusion, and the approaches which have underpinned much think-
ing on microeconomic policy and general economic performance.

Neo-classical production theory and its concept of technological
knowledge

Insofar as innovation policies have had a theoretical rationale in the past, it
derives from ideas within neo-classical production theory concerning the nature of
technological knowledge; these ideas have been powerfully influential in structur-
ing views about the appropriate scope, objectives and instruments of policy.
Although neo-classical ideas have been frequently criticised in the modern inno-
vation literature, especially where it comes to policy discussion, it is worth consid-
ering the approach here, since it has important implications, both for the founda-
tions of policy, as well as for indicators and the empirical operations of policy-
makers. ‘

Neo-classical production theory is built on the idea that firms face a dual
production decision. Firstly, they must decide what to produce. This decision is
based on rates of return: potential product lines are known, and firms will allocate
and reallocate capital among them in search of the highest returns. Then the
problem is the choice of production technique: firms within an industry face a
given and known array of production technologies and are assumed to have the
competence to operate all available production methods. Armed with this knowl-
edge, and with a knowledge also of present and future factor and product prices,
firms can make a profit-maximising choice of technique. In this context technology
is seen as knowledge, and firms are able to access knowledge in a relatively rapid
and costless way. With these types of underlying assumptions, the technological
dimensions of production are clearly relatively unproblematic.

The problem of technological change is also unproblematic, both with respect
to adaptation to already-existing technologies, and to (exogenously-given) new
technologies. This type of competitive theory rests on the ideas of rapid substitu-
tion possibilities across well-defined choice sets in production. Firms move
smoothly to new production configurations in response to changed environmental
conditions, adjusting their technologies (that is, adjusting the capital-labour ratio)
in response to changed factor or input prices. But the environment also includes
technology itself. This implies that firms are adjusting instantaneously and opti-
mally to changes in the choice set itself, although these changes are seen as
exogenous to the system; new technologies simply change the long-run equilibria
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of the system. In this type of approach, economic efficiency rests on flexibility,
both at the economy-wide level (where free entry and exit to activities are central)
and at the firm level (where the ability to change the technical configuration of
production is central to profit maximisation). These notions have had rather pow-
erful policy effects. Both allocative and technological efficiency rest on freeing
markets, removing barriers to entry (and not being too concerned about exit),
removing barriers to change within the firm, and increasing competitive pressures
as a form of generating incentives to optimise. '

However both these types of adjustment, and hence the policies which are
built on them, rest on an implied form of technological knowledge with very
particular characteristics. What exactly are the underlying assumptions about the
characteristics of technological knowledge?

Neo-classical theory does not contain any elaborated concept of production-
relevant knowledge. But it is possible to describe the characteristics that knowl-
edge must possess in the neo-classical approach, even though the characteristics
are implicit within the analysis. We could argue that in a neo-classical world;
technological knowledge must have the following attnbutes in order for the pro-
duction theory to hold:

— It is generic. That is to say, an item of knowledge, or a particular advance
in knowledge, can be applied widely among firms and perhaps among
industries. :

— Itis codified. Transmitability implies that knowledge is written or otherW|se
recorded in fairly complete usable form.

— Itis costlessly accessible. This can involve the idea that transmission costs
are negligible, but it can also mean that firms do not face differential cost
barriers in accessing knowledge or bringing it into production.

— It is context independent. That is, firms have equal capabilities in trans-
forming such knowledge into production capability.

It is only with these kinds of tacit assumptions about knowledge that firms can
readily make optimal profit-maximising choices. If knowledge has the above fea-
tures, then the production problem of the firm is essentially a problem of calcula-
tion, rather than a problem of technological capability and organisation; note also
that the production decision of any firm is independent of decisions made by
others; interdependence or interaction between firms is not an issue.

However if these kinds of assumptions make the acquisition and operation of
technologies unproblematic within equilibrium theory, they raise acute difficulties
when it comes to the development of technology, and in particular to the invention
of new technological principles.
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Neo-classical technological knowledge and the scope of policy

: Perhaps the most influential approach to business-sector R&D, and hence to

policy, derives from two classic papers by Richard Nelson and Kenneth Arrow
respectively (Nelson, 1959; Arrow, 1962). Although the papers have close analyti-
cal similarities, Nelson’s deals with basic science, while Arrow’s is much more an
analysis of knowledge creation in the business firm in a neo-classical framework.

Arrow begins by identifying technology with knowledge: technology in the
most general sense is “know-how”, and therefore the process of invention “is
interpreted broadly as the production of knowledge”. The question then is, what
are the technical and economic characteristics of knowledge, and how do these
characteristics affect the amount of new productive knowledge which firms might
seek to produce?

The first problem is that of uncertainty, which in this case means that knowl-
edge outputs are not predictable from inputs: producers must commit resources to
a knowledge production process without knowing the results with any accuracy.
Arrow’s first point is that although market economies have a number of mecha-
nisms for sharing risks — such as insurance, contingent markets, or equities —
these rarely apply to research activities. Insurance, for example, would be imprac-
tical because it would weaken incentives to succeed; only the existence of large
companies, with sizeable portfolios of relatively small projects, resolves this prob-
lem (because the companies act, in effect, as their own insurance bodies).

Then there is the problem of appropriability: it is difficult or even impossible to
create a market for knowledge once it is produced, so it is difficult for producers of
knowledge to appropriate the benefits which flow from it. Firstly, “there is a
fundamental paradox in the determination of demand for information; its value for
the purchaser is not known until he has the information, but then he has in effect
acquired it without cost”. Secondly, any purchaser of the knowledge can in effect
destroy the market, since he can reproduce the knowledge at very low, perhaps
even zero, cost. If producers cannot appropriate the benefits of knowledge, then
they have no incentive to produce it, and market economies will therefore under-
produce that which would be socially beneficial if it were produced.

A final characteristic of technological information is indivisibility. That is, the

underlying knowledge must exist on a certain minimum scale before any produc-
tion at all can take place, and this necessary minimum is independent of the rate
of production. A familiar example of such indivisibility would be a railway, which
must be constructed in its entirety before any trains can use it; and it must be
constructed whether it is used by one train per day or fifty. The latter point means
that there are scale economies in the use of indivisible capital goods, and this
applies to technological information.
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These problems of risk, indivisibility and inappropriability all suggest that
market economies will systematically under-invest in R&D, and this will, argues
Arrow, “lead to the conclusion that ... it would be necessary for the government or
some other agency not governed by profit-and-loss criteria to finance research

and invention”.

But what kinds of knowledge really have the characteristics which have been
sketched, and which appear to be central to the Arrow analysis? The first two
characteristics clearly apply to the knowledge which resuits from fundamental
scientific research; indeed the other classic statement of the externality problem
(Nelson’s 1959 paper) speaks specifically of basic science. Implicit in the Arrow
approach is the idea that technological knowledge is the same kind of knowledge
as basic science, indeed perhaps that it is a form of applied science.

This “market failure” approach to knowledge production leads to a relatively
simple set of policy proposals. In this set-up the basic policy task is to encourage
discovery-oriented activities, and then to protect the use of the results. The
problems of risk and indivisibility lead to straightforward under-provision of knowl-
edge, and suggest that the public sector should either produce knowledge
directly, or provide subsidies to knowledge-producing institutions. The
appropriability problem implies the existence of a major positive externality, and
suggests policies either of subsidy, or the creation of property rights (via patents
or other intellectual property protection). The basic problem with the approach is
that it does not give any secure guide to how to identify areas of market failure, or
the appropriate levels of public support which might follow from it. There appears
to be a rationale for public provision, but where, and how much? (Metcalfe, 1994)

The “linear model” in research policy

It is worth noticing that this type of approach to innovation policy accords very
well with what is sometimes called the “linear model” of innovation. This is the
view that the process of innovation is especially a process of discovery, in which
new knowledge is transformed into new products via a set of fixed (linear)
sequence of phases. There is some debate about whether the term “linear
model” is really appropriate for characterising S&T policies within OECD coun-
tries over the long term, but we can outline the broad characteristics of a “linear”
approach, and this accords with many ideas and practices in post-war research
policy. These characteristics are: : :

— first, the technological capabilities of a society are essentially defined by
the knowledge frontier; hence, technological advance depends on the
expansion of the frontier by a knowledge creation process based on

discovery;

77



— second, the knowledge which is relevant for industrial production is defined
by principles which are essentially scientific, and which have in some
sense been transferred, translated, or concretised from a more abstract
realm;

— third, the “translation” process is basically sequential; there are temporally
and institutionally discrete phases in the translation process, and these
have to occur in sequence; .

— fourth, the approach is technocratic, in the sense that it views technological
change broadly in terms of engineering development processes and hard-
ware creation.

The most powerful element of this approach is the idea that innovation is
. based on discovery processes within science. If this is true, then clearly policy-
makers have to focus on the discovery phase and its characteristics. This “scien-
tific discovery” model of innovation, which was implicit in Arrow’s work, leads fairly
directly to policies of block funding for universities, R&D subsidies, tax credits for
R&D, etc.: the main instruments of post-war science and technology policy in the
OECD area, in fact. Policies are not, of course, developed simply out of some kind
of theoretical rationale, but we ought to note that what has here been called the
“linear model” approach accords well with the notions of technological knowledge
and discovery which are implicit in the neo-classical framework outlined above.
These linear notions remain powerfully present in policy thinking, even in the new
innovatory context.

Recent theory and applied research suggests that the knowledge character-
istics described above are not a good guide to the nature of technological knowl-
edge, and must therefore have limitations as a guide to the rationale and content
of S&T policies. What are the alternative views, and what are their implications?

Technological knowledge in modern innovation theory

Modern innovation theory tends to emphasize quite different aspects of tech-
nological knowledge, and hence provides a different angle on the question of
technological knowledge. There is no single source for this new view of techno-
logical knowledge, and the outline which follows draws on a wide range of
sources.

Clearly all firms operate with some kind of technological knowledge base.
However this is not a unitary knowledge base, and it seems reasonable to distin-
guish between three areas of production-relevant knowledge, with different levels
of specificity. This kind of differentiation in fact goes back quite a long way in
economics, but has been significantly developed in recent years (see, for exam-
ple, for an early account, Salter, 1969).

-
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First, there is the general scientific knowledge base. This is itself highly
differentiated internally and of widely varying relevance for industrial production;
but some fields — such as molecular biology, solid-state physics, genetics or
inorganic chemistry — have close connections with major industrial sectors.
Although it is important not to over-emphasize the role of scientific knowledge in
modern industrial development, or to presume that there is a one-way connection
between science and technology, the connections of course exist and are very
important. In large part this is because organised science does not evolve simply
according to some internal dynamic, but is in fact shaped by policy or funding
decisions which usually have economic, industrial or military objectives.

Secondly there are knowledge-bases at the level of the industry or product-
field. At this level, modern innovation analysis emphasizes the fact that industries
often share particular scientific and technological parameters; there are shared
intellectual understandings concerning the technical functions, performance char-
acteristics, use of materials and so on of products. Richard Nelson calls this the
“generic” level of a technology:

“On the one hand a technology consists of a body of knowledge, which | shall
call generic, in the form of a number of generalisations about how things
work, key variables influencing performance, the nature of the currently bind-
ing constraints and approaches to pushing these back, widely applicable -
problem-solving heuristics, etc. | have called this the ‘logy’ of technology ...
Generic knowledge tends to be codified in applied scientific fields like electri-
cal engineering, or materials science, or pharmacology, which are ‘about’
technology.” (Nelson, 1987, pp. 75-76.)

This notion tends also to underpin the important system concepts of “techno-
logical paradigm” or “technological regime”: generic knowledge bases are highly
structured, and tend to evolve along structured trajectories (Dosi, 1982). This part
of the industrial knowledge base is public (in the sense that it is in principle
available to all firms): it is a body of knowledge and practice which shapes the
performance of all firms in an industry. Of course this knowledge base does not
- exist in a vacuum. It is developed, maintained and disseminated by institutions of
various kinds, and it requires resources (often on a large scale). Gregory Tassey
has defined the combination of knowledge and institutional base as the “technol-
ogy infrastructure”, in the following way:

“The technology infrastructure consists of science, engineering and techno-
logical knowledge available to private industry. Such knowledge can be
embodied in human, institutional or facility forms. More specifically, technol-
ogy infrastructure includes generic technologies, infratechnologies, technical
information, and research and test facilities, as well as less technically-
explicit areas including information relevant for strategic planning and market
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development, fora for joint industry-government planning and collaboration,
and assignment of intellectual property rights.” (Tassey, 1991.)

Thirdly, within these technological parameters, the knowledge bases of par-
ticular firms are highly localised. Firms tend to have one or a few technologies
which they understand well and which form the basis of their competitive position.
The highly specific character of this knowledge is not simply technical: it is also
social, concerning the way in which technical processes can be integrated with
skills, production routines, use of equipment, explicit or tacit training, manage-
ment systems and so on. At this level, the relevant technological knowledge base
may be informal and uncodified, taking the form of skills specific to individuals or
to groups of cooperating individuals. The tacit and localised character of firm-level
knowledge means that although individual firms may be highly competent in
specific area, their competence has definite limits. This means, firstly, that they
may easily run into problems in innovation which lie outside their area of compe-
tence, and secondly that their ability to carry out search processes relevant to
problems can also be limited; thus they must be able to access and use knowl-
edge from outside the area of the firm when creating technologies.

These different types of knowledge base are not separate but integrated with
one another, often in complex ways. Moreover they evolve over time: that is to
say, technological knowledge tends not to result from generalised processes of
search, but rather builds on past achievements. This gives an evolutionary char-
acter both to artefacts and knowledge, but it also implies that knowledge is both
structured and cumulative over time. The capabilities of any knowledge-producing
institution, at a point in time, tends therefore to be a product of its past history.
This introduces both into institutions and to the system as a whole a process of
path dependence. ’

All of this suggests that knowledge bases of industrial firms have characteris-
tics which are very different than those within the neo-classical approach. Such
knowledge bases: 4 ,

— Are differentiated and multi-layered, consisting of articulated forms of quite
different knowledges. The creation of technological knowledge at the level
of the firm is a multi-faceted process, involving the complementary devel-
opment of very different types of knowledge: codified scientific results, tacit
knowledge (embodied in the skills of engineers, R&D staff, workers and
managers) and so on.

— Are highly specific, organised around a relatively limited set of functions
which firms understand well.

— Are developed through costly processes of search, through processes of
learning and adaptation, and are therefore cumulative, developing through
time as firms build up experience with particular technologies; this in turn
implies that technological knowledge is path dependant.
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— Are internally systemic in the sense of being part of an overall production
and marketing system which has many components. In addition to mul-
tifaceted technological knowledge, innovation usually involves a heteroge-
neous range of activities, which must be integrated and co-ordinated by the
innovating firm. These include identifying and integrating technological and
market opportunities, financing new product and process development,
training, design, engineering and prototype developments, and so on.

— Are interactive and externally systemic: innovation usually involves, either
explicitly or implicitly, structured interactions between institutions, involving
processes of mutual learning and knowledge exchange.

Foundations of the system model

What is it about the view of technological knowledge presented above which
leads to the necessity to think in terms of systems? Two important dimensions of
this are mentioned here: ‘

Firstly, the technological level itself. Advanced-economy technologies do not
exist as individual artefacts: they usually take the form of integrated technological
systems, in which component elements are incorporated into overall systems.
Thomas Hughes, in his study of the development of electricity as a dominant
technology emphasized that this type of technology consists of “systems, built by
system builders” (Hughes, 1983). For such key technologies as cars, computers,
and aircraft, but also for a host of less spectacular products, there is in a sense no
unified knowledge base at all: product producers are in effect system managers,
whose competence relies primarily on the ability to specify and integrate diverse
inputs (see Mowery and Rosenberg, 1982, for examples of this in the aircraft
industry, and Rosenberg, 1982, for a wider overview).

Secondly, because firms are bounded or constrained in their knowledge
horizons, their areas of actual or technological skill and knowledge are limited by
experience and by the resources which they devote to search; this is always
- constrained. First, firms are often highly constrained in their ability to identify and

access scientific or technological information from outside their (relatively
restricted) technological environments. Second, even if they do so, there is a
great gulf between having an item of technological information or knowledge, and
being able to integrate it into a complex production system. But the “bounded-
ness” of the technological horizon of firms has another dimension, of some
importance for the system approach. This is that, because of constrained techno-
logical capabilities, firms attempting to innovate are always likely to run into
problems which lie outside their existing capabilities and knowledge base. So
although firms do not have general costless access to a generic knowledge base,
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or to any other form of technology-relevant knowledge, they still need to import
externally-developed technological knowledge to solve innovative difficulties. This
is particularly the case with emerging technologies (Fransman, 1990). Of course
~this can and often does take the form of a market transaction: buying contract
research, or consultancy services, or licensing a patent, for example. However
because the need to extend or renew the knowledge base from outside is a
" relatively continuous activity in many innovating firms, there is always the possibil-
ity that this acquisition of external knowledge can occur through relatively routine
activities which in practice lead to the evolution of systemic relationships.

The David-Foray concept of knowledge systems

The David-Foray concept of knowledge system is narrower than the “national
systems approach”. The latter begins from a wide understanding of technological
knowledge. Lundvall’s definition is as follows:

“ .. a system of innovation is constituted by elements and relationships which
interact in the production, diffusion and use of new and economically useful,
knowledge... a national system encompasses elements and relationships,
either located within or rooted msnde the borders of a national state.”

(Lundvall, 1992.)

Nelson (1993) define innovation as “rather broadly... the processes by which
firms master and get into practice product designs and manufacturing processes
that are new to them”. The system is “a set of institutions whose interactions
determine the innovative performance... of national firms”.

The David and Foray approach is in one way much narrower than this, but on
another level more complex, since it seeks to produce a descriptive account of the
multi-dimensional character of scientific and technological knowledge. David and
Foray do not look at all forms of knowledge, or related interactions, which are
relevant to firm-level economic performance: they abstract from such issues as
finance, marketing, design etc., which are elsewhere seen as part of the internal
and external knowledge functions of firms relevant to innovation. Within the
Aalborg work, financial systems, organisation and so on played an important role
(e.g. Christensen, 1992). The David and Foray approach focuses explicitly on
“learning systems for scientific and technological knowledge”, but such knowl-
edge is seen in a highly differentiated way, both in terms of its characteristics and
functions, and its institutional features.

Firstly, relevant knowledge is classified in terms of its objects, and related
actions, distinguishing between: knowledge of factual propositions; knowledge

which constitutes explanations and understanding; operative knowledge for per-
formance of tasks; and knowledge of relevant actors (see Johnson, 1992 and
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~ Lundvall, 1992). Analogous to the scheme above, technological knowledge bases
are seen as either generic, infratechnological (meaning primarily methodological),
applied, and product-process relevant. All of these types of knowledge can be
either codified or tacit, and are produced under different modes of organisation
which shape different disclosure regimes.

~ These considerations lead to a concept of “knowledge-product space”, which
. is essentially a way of categorising different forms of knowledge by placing them-
with respect to three different dimensions (see article by David and Foray in this
volume): from completely tacit to fully codifiable; from fully disclosed to fully
restricted; from privately-owned to publicly-available.

The argument is that within this complex structure of differentiated knowi-
edges, what determines performance is not so much knowledge creation as the
“distribution power” of the system: the system’s “capability to ensure timely
access by innovators to the relevant stocks of knowledge”. The distribution power
of the system affects risks in knowledge creation and use, speed of access to
knowledge, the amount of socially-wasteful duplication and so on.

For the purposes of this paper, what matters are the concrete mechanisms
through which such distribution occurs. David and Foray identify five processes of
distribution: i) the distribution of knowledge among universities, research institu-
tions and industry; Ji) the distribution of knowledge within a market, and between
suppliers and users; iii) the re-use and combination of knowledge; iv) the distribu-
‘tion of knowledge among decentralised R&D projects; and v) dual technological
developments.

In Section V of this paper we explore ways of characterising and quantifying
these system elements. But before doing so, it is worth considering what we want
to use such mapping for: what are the main policy challenges in a system
approach of the David-Foray type?

IV. CENTRAL POLICY ISSUES IN THE “KNOWLEDGE SYSTEM”

System co-ordination

A key policy issue arising from systems approaches is the need to identify
and perhaps support nodal points in the creation and distribution system; these
are likely to be changing over time: the innovation system is not a structure, but a
dynamic process. At the simplest level, the task would be to identify key points or
functions within the system where public support would improve the overall distri-
bution capability. Since knowledge systems are complex in practice (even in small
societies), and usually managed by quite separate institutions, there is a need for
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policy co-ordination and for adequate information systems to ensure that such co-
ordination is possible. Actually, this problem is present even when a linear
approach to policy is adopted. Although such policies are fundamentally discov-
ery-oriented, they tend in practice also to involve other elements: to combine
basic research policies with policies aimed at developing commercial applica-
tions, at diffusion, at training, and so on. Even in the most simple linear
approaches, however, systemic interactions are present: increasing resources in
invention processes will slow down diffusion rates, for example, and education
and training measures will always affect the ability to emphasize or de-emphasize
components of the linear sequence. Most policy systems at the present time over-
emphasize knowledge creation, via instruments such as R&D subsidies, intellec-
tual property rights, and so on; even within a linear approach, there is reason to
suggest that the systemic effects of this will be undesirable (David and Foray, see

this volume).

Externalities

The basic rational for public policy is that there are necessary activities and
functions which are insufficiently fulfilled by private initiative; this usually implies
an externality, and much public policy is concerned with externalities. These
characteristics of knowledge which were described above have a number of
implications for the externality question. On the one hand they imply that the
externality effects emphasized by Arrow are not a significant obstacle to the
production of knowledge. This means that the idea of low-cost transmission and
straightforward appropriability of knowledge — as outlined in the previous section —
can be misleading as a source of external benefits (Carlsson and Jacobsson,
1993). On the other hand, the knowledge system approach is one which empha-
sizes a wide range of interactions, some of which will take the form of non-traded
flows of economically-useful knowledge. There are potentially large externalities,
the identification of which might be central to policy formation and operation. What
forms can such externalities take? Given the general characteristics of industry-
specific and firm-specific knowledge bases sketched above, we can suggest a
range of forms of external knowledge. These certainly include generic “public
domain” sources of scientific technological information. But they could also
include: knowledge from other firms in an industry (through marketing relation-
ships, co-operative knowledge exchange, trade literature, etc.); acquisition of
skilled personnel; acquisition of process technologies; regulations and standards,
and so on. Any identification of this must require some form of overall system
mapping, with particular reference to “intangible” forms of knowledge flow.
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International access policies

A third important policy issue concerns the interface between national efforts
and international activities. On the whole, replication is something to be avoided
although, given the complexity of learning processes (especially where learning
by doing is important), this is by no means an absolute. But in the context of
increasingly globalised scientific and technological activities, decision problems
here become very important; once again, the relevant information is system-wide.

V. EMPIRICAL IDENTIFICATION AND ANALYSIS OF KNOWLEDGE
SYSTEMS

This section deals with the empirical problem of mapping and. analysing
knowledge systems. It attempts to describe analytical techniques which can throw
light on national system profiles. The section looks first at methods for identifying
system interactions, and secondly at methods for identifying system specificities
and characteristics. Each of them is intended to throw some light on the distribu-
tional modes identified by David and Foray, noted above.

It must be said that previous systems approaches have been notable more
for their conceptual innovations, and the novelty of their approaches, rather than
for quantification or empirical description. Lundvall (1992) is primarily a qualitative
study, with the exception of two sections on trade performance; the study gives no
real guide to how we might empirically define and monitor the structure and
dynamics of a system. Nelson (1993) is explicitly descriptive, but with some
exceptions this turned out to involve rather conventional data use on industrial
structures, R&D flows, and foreign patenting. Somewhat surprisingly there was no
attempt to apply a systematic set of indicators across countries, with the idea of
identifying system specificities, let alone identify and map interactions. By far the
most comprehensive quantitative work is Archibugi and Pianta (1992) which
develops a range of indicators for identifying specialisation patterns in science
and technology in OECD countries.

 The focus here is more on interactions than on structures. We explore cur-
rently existing data and methods, which are widely available in existing data sets,
or which can be used in individual studies which are amenable to wider imple-
mentation. However understanding knowledge profiles is not something which
can be achieved simply via statistical analysis; there are central qualitative dimen-
sions which require various forms of case study (which may in fact generate
guantitative data), and relevant case study methods are also indicated below.
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Available data sources

It is necessary at the outset to acknowledge some basic data and source
difficulties. A general probiem in this field is that many of the objects of analysis
which we are interested in — knowledge creation and distribution, innovation
activity or capability, knowledge systems, etc. — are intangible activities which are
difficult to define. They are certainly not measurable in terms of what we normally
think of as statistical variables (Grupp, 1990).

However this is not necessarily an insuperable obstacle to empirical analysis.
There are three broad dimensions of this problem. Firstly, even when a concept is
intrinsically unmeasurable, there may exist related indicators which provide more
or less adequate proxies. Within economic theory, for example, the concept of
“welfare” is in principle unmeasurable, but we are still able to construct real
income indices. Large parts of the service sector (especially public services) do
not produce a measurable product, but we can nevertheless construct output
variables. Such problems are very much found in knowledge-creation and use
activities: we are able to construct measures which grasp particular dimensions of
~ the process, and which can be used as overall indicators, but there remain many

measurement obstacles. Secondly, it is important to recognise that some of the
central data sources in this field were not designed at all for the analysis of
science, technology and innovation. That is, there are certain systematic data
sources which exist for other purposes, but which can be adapted for analytical’
purposes. This is particularly the case with patent series, which are an off-spin of
a legal process (the nature of which has, moreover, changed over time), and
bibliometric and citation data, which exist primarily because of priority conventions
in science.

A much more substantial problem is that most existing indicators tend to be
relevant to “phase” or linear models of innovation; they are not necessarily
amenable to system analyses. Three primary data sources are very well known in
analysis of science and technology statistics. They are research and development
(R&D) statistics, various patent series, and bibliometric data (publication counts
and citations).

The general strengths and weakness of these sources are well-known, but
they continue to have unexploited possibilities in analysis, which will be discussed
below. Related data, not generally comparable between countries, is higher edu-
cation data related to the training and employment of qualified scientists and
engineers. These types of data tend to dominate the analysis of national systems.

However there are two major data sources, as yet not fully exploited, which
are highly relevant for this area.

The first of these is the STAN (Structural Analysis) and ANBERD (Analytical
Business Expenditure on R&D) datasets (for a description of both databases see
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OECD, 1994). A fundamental problem with many international data sets, includ-
ing from the OECD, is lack of comparability. These difficulties arise from different
collection periods, and from a wide range of errors and omissions in data. This
has led DSTI to develop the STAN and ANBERD databases, which integrate — in
a consistent way — R&D data with data on industrial output (gross output and
value added), labour costs, employment, exports and imports, and investment.
STAN and ANBERD are in turn linked with an increasing amount of i) input-output
data, and /i) bilateral trade data. The input-output database at the present time
covers seven countries: Australia, Canada, France, Germany, Japan, the
United Kingdom and the United States.

The second source is the firm-level innovation data sets which have emerged
from the joint EC-OECD efforts in innovation data collection. The project is known
as the Community Innovation Survey (CIS), and is being jointly supported and
implemented by Eurostat and DG-XII-D (SPRINT programme, European Innova-
tion Monitoring System). The primary aim of CIS is to develop and use data on the
following topics:

— expenditure on activities related to the innovation of new products (R&D,
training, design, market exploration, equipment acquisition and tooling-up,
etc.); :

— outputs of incrementally- and radically-changed products, and sales flow-
ing from these products;

— sources of information relevant to innovation;

— R&D performance and technological collaboration;

perceptions of obstacles to innovation, and factors promoting innovation.

CIS was implemented in 1993 in all EU member States, and a preliminary
European database on approximately 40 000 firms is now running. The data on
information sources and collaboration is particularly relevant to the topic here.

Other potentially useful sources are the data on:

— intangible investment;

— technological balance of payments;

— mobility of researchers;

— inter-firm technology co-operation agreements. '

Analysing system interactions

The basic problem in mapping knowledge systems is to identify the structure
of economic and technological interactions. This section deals with the identifica-
tion of types of interactions. In each case, techniques and sources are identified,
with a brief discussion of how they contribute to an understanding of interactions,
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and of their general strengths and weaknesses. The intention here is to look at a
range of quantitative measures for exploring four basic types of interactions:

— inter-industry transactions embodying flows of technological knowledge;

— methods for describing patterns of use of formal scientific knowledges;

— patterns of technological collaboration between firms, universities and
research institutions;

— measures of personnel mobility and related interactions.

These types of interactions have both domestic and transnational compo-
nents, and in each case the potential for transnational mapping is described.

Inter-industry interactions and embodied R&D flows

This section deals with some relatively well-known techniques for identifica-
tion of interactions between industries; these relate to producer-user interactions
in process technologies, and to the market distribution of patented knowledge.

Firms compete in large part through technological competition which
improves the price-performance ratio of their product(s). They do this by improv-
ing their process technologies, and through improvements in the technological
characteristics and performance of their products. By far the most important
element of this is product innovation: in practice a significant part of industrial
R&D is devoted to product innovation. But many of these new products are
themselves input technologies, and they therefore enter as capital or intermediate
inputs into the production processes of other firms and industries. Performance
improvements generated in one firm or industry therefore show up as productivity
or quality improvements in another, “a special kind of external economy”
(Rosenberg, 1982). A familiar example is computing, where large decreases in
price-performance ratios (apart from producing big statistical headaches) have
their major impact not on the computer industry itself but on computer-using
industries (see Bresnaham, 1986, for an assessment of the economic impact of
this). The point here is that technological competition leads fairly directly to the
intra- and inter-industry diffusion of technologies, and therefore to the intra- and
inter-industry use of the knowledge which is “embodied” in these technologies.

These inter-industry flows are a very 3ignifiqant element in understanding the
technological level or intensity of an industry, and its general innovative perform-
ance. As a recent OECD report remarks:
“Particularly for the ‘low technology’ industries, omission of this ‘indirect’
technology is likely to lead to misleading policy interpretations and perhaps to

an overemphasis of technology policy on the ‘high technology’ industries
where ‘direct’ technology is more visibly and easily measured.” (OECD,

1990a)
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Two core methods have been used for tracking these inter-industry technol-
ogy flows. The first relies on the use of patents by industries other than the
innovating industry. The idea here is that a patent is not simply a technique or a
piece of equipment but a “carrier” of the R&D performed in the originating indus-
try. Perhaps the best known study is by Scherer: he first established a concor-
dance between US industrial patent classes, and the industrial R&D directed
towards the technological fields covered by those patent classes, then examined
the extent to which user industries used the technologies covered by these
patents (Scherer, 1989a; Scherer, 1989b). On this basis he constructed a kind of
input-output matrix for US industry with the rows being the generating industry,
and the columns the user industries; each cell contained the R&D used by a
particular industry. The rows summed to the R&D performed by an industry, and
the columns to the R&D used; the diagonal elements covered intramural use of
process technology. Scherer showed that about 75 per cent of industrial R&D
flowed to users outside the originating industry, and that the inter-industry flow
was positively correlated with productivity growth in the receiving industry
(Scherer, 1989b).

- A second approach uses standard input-output techniques which map trans-
actions between sectors and hence the flows of capital and intermediate goods.
The total R&D use of an industry is then calculated on the basis of intramural R&D
plus the R&D embodied in its capital and intermediate purchases. On the
assumption that R&D is a private good, there are two methods to measuring the
embodied R&D. The first is as follows:

“... the fraction of sector i’s R&D that flows to sector j is determined by the
proportion of i’s sales of intermediate and investment flows to jin sector i’s
total production of such goods.” (OECD, 1990a)

The second method is to multiply sector j ’s purchases from sector i by
sector i’s R&D/sales ratio. In either case the inter-industry use of R&D, plus that
used in exports and final consumption, sums to the value of sector /’s intramural
R&D. ,

More interesting from the perspective here is the public good case: the
assumption then is that one firm or industry’s use of embodied R&D does not
diminish its use by other firms or industries. At its most extreme, this implies that
all users of the products of sector i have access to all the R&D performed in
sector i. Scherer's solution to this problem was to assume that the largest user
sector reaped all the benefits of sector i’s R&D, and that smaller users reaped a
share of sector j’s R&D equal to their output as a proportion of the largest user
sector’s output. Either way, insofar as the productivity-enhancing product innova-
tions of sector jare not appropriated through rises in its product prices, then there
is an externality, the scale of which is determined by specific or generic character-
istics of the technology.
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What we get from all this is not some exact absolute measure of the benefits
of knowledge embodied in products. Rather, we get a set of indicators of the
relative intensity of embodied-knowledge interactions between various types of
industries (for a comparative study, see OECD, 1994).

There are a number of possibilities which remain relatively unexploited with
such techniques. One is straightforwardly to assess a debated issue in systems
~ approaches, namely the extent and significance of internationalisation. It is possi-
ble to use such data sets as STAN and ANBERD, combined with appropriate
bilateral trade datasets, to open up the imports vector in an input-output table into
a matrix which indicates the industrial structure of imports, and the consequent
extent of transnational embodied knowledge flows (Wyckoff, 1993).

However a familiar problem in input-output approaches is their rather static
character; an input-output table generates a set of input-output coefficients which
are a snapshot of inter-industry relationships at a point in time, but which give no
real insight into the dynamic process of structural and technological change
(Andersen, 1992). For this reason it is important to analyse changes in input-
output structures over time, and this has recently been undertaken within the
OECD. It should be noted that most OECD countries have the relevant data
sources for this type of exercise although, apart from those within the STAN
project, there would probably be significant problems of data management. None-
theless this approach offers important insights both into interactions in the indus-
trial structure, and to international components of technology flows; this or a
related approach has been implemented not only for the countries in the STAN
dataset but for such countries as Finland and Norway (Virtaharju and Akerblom,

1993).

Inter-sectoral use of scientific/generic knowledge

Perhaps the most difficult area in analysing knowledge interactions is the
question of links between basic science and technology creation, and specifically
to the role of universities. ‘

Although technological knowledge is not itself generic, the solution of some
kind of technological problems, or the development of some kinds of technological
knowledge or products, may require access to generic knowledge. Two cases
should be distinguished. Firstly, various technological activities may rest on the
implicit use of more or less long-standing scientific results which are in some
sense the basis of a technological paradigm. This raises complex questions about
what the long-run economic value of science actually is. These questions will not
be addressed here. Rather we look to a second — much narrower — use of
science, namely the use of general results in innovation and problem-solving. In
practice such knowledge often consists of results from fundamental research
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conducted, for the most part, within university systems. Market transactions can
occur in the use of such knowledge, but this is relatively rare: with non-market
uses a technological externality exists. Two types of question are relevant here:
firstly, how often do firms use publicly-accessible literature or research results in
the course of innovation activity, and secondly, how significant are such results in
the development of industrial innovations?

Three basic methods have been used:

— interview methods for analysing interactions in innovative problem-solving;

- the use of bibliometric analysis, specifically the analysis of citations in
patents;

— a direct interview method for analysing use of university research.

The classic discussion of the first of these issues is Gibbons and Johnston’s
1974 paper on the “mechanisms by which scientific research and education
contribute to industrial innovation”. Their point of departure was, in effect, rejec-
tion of the linear model of innovation — in which innovation results from prior
processes of research discovery — in favour of an approach which saw the
function of research as problem solving within ongoing innovation activities. Gib-
bons and Johnston examined 30 industrial innovations in the United Kingdom, all
involving significant technological change. The basic method was in-depth inter-
viewing, focusing on the types of information which were used to resolve technical-
problems in the development of each innovation, the number of “units” of infor-
mation involved, and the source and content of the “information units”. (A “unit”
- was defined in terms of the coherence of its content and source and involved, for
example, information about the properties of materials, or relevant general laws,
or appropriate test procedures). About one-third of the information used came
from sources external to the firm, and of this about one-third came from what
might be called generic sources: universities, scientific literature, conferences,
research associations, and so on. The only traded element in the external sources
of information was consultants, who supplied only 4 per cent of the information
units. Generic sources of information were not limited to these external sources:
among what Gibbons and Johnston called “personal” sources of information, the
second-largest element was education. They concluded that:

“In this study, 36 per cent of the information which contributed to the develop-
ment of an innovation and which was obtained outside the company during
the innovation had its origin in basic scientific research. Of all the information
obtained by ‘problem solvers’ during an innovation, approximately one-fifth
could be similarly classified.” (Gibbons and Johnston, 1974)

The Gibbons and Johnston approach has never been systematically followed
up, although a number of similar case studies exist (see, for example, Georghiou
et al., 1986). There is no obvious reason why such methods cannot be developed
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into a more systematic and comparable approach to university-industry links and
other interactions.

A second body of research which relates generic knowledge to specific
applications derives from bibliographic analysis of citations in patents. The funda-
mental claim of a patent is to novelty in some technical process which is also
practically useful; a patent is therefore a description of the technical workability of
something which is, at least potentially, an industrial innovation. The applicant for
a patent must describe previous technique (“prior art”) in the relevant field, and
show the innovativeness of his or her invention; he or she therefore cites relevant
literature (in many cases other patents), and the patent examiner — in testing the
claims for originality and usefulness — also cites relevant work. There is now a
fairly considerable body of bibliometric work analysing the extent and structure of
~ citations to basic scientific literature in US patents, and it seems clear that in a
significant number of technological fields, such citations are increasing in impor-
tance (e.g. Narin and Frame, 1989; Narin and Noma, 1985; Narin, 1988). In
science-based fields such as genetics, approximately 80 per cent of citations are
to journals publishing basic research (Collins and Wyatt, 1988). In chemistry, a
recent study concluded that “there is little distance between chemical technology
patents and basic chemical science. In other words, chemical technology draws
its information directly from basic chemical science” (van Vianen, Moed and
van Raan, 1990). ‘

Finally, there is survey evidence on the direct use of generic information in
the form of direct use of academic science by firms. In the course of a recent
attempt to estimate a general rate of return to academic research, Edwin
Mansfield interviewed R&D directors of a sample of 76 US manufacturing firms,
asking them to identify product and process innovations that /) “could not have
been developed (without substantial delay) in the absence of recent academic
research”, or ii) “were developed with substantial aid from recent academic
research”. Estimates were then made of the sales flowing from such innovations;
a total of US$41.1 billion of sales in 1985 derived from such products commercial-
ised in the period 1982-85. This was 5.1 per cent of the total sales of major firms
in information processing, electrical, chemical, instruments, drugs, metals and oil
industries in the United States. Process innovations relying on academic
research simultaneously reduced the total costs of these industries by 2.6 per
cent (Mansfield, 1991). Whatever view we take of the specific rates of return
calculated by Mansfield, this kind of interview technique can be extended to other
institutions, and thus to general interactions.

Co-operative relationships of innovating firms

A key insight of systems analyses is the role of user-producer interactions,
and the more general process of co-operation between firms. These may involve
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either vertical relationships between firms in a production filiére, or horizontal
relationships between firms within a industry, in which case they may be either
competitors or producers of heterogeneous products deploying a common knowl-
edge base. There are three basic ways in which it appears possible to explore
these interactions: case studies of innovating firms and emerging industries, the
_analysis of data from innovation surveys, and the analysis of formal co-operation
agreements. ‘

There is now an expanding, though arguably still inadequate literature (in
terms of quantity not quality), of case studies on innovation processes. These
case studies tend to follow either specific firms or specific innovations through a
general knowledge creation process. Three broad examples will be mentioned
here: the seven case studies of the Minnesota Innovation Research Programme
(van der Ven et al.,, 1989); various case studies by Erik von Hippel and Morris
Teubal, who map a wide range of forms of user-producer interactions and formal
and informal exchange. of know-how; and the network analyses of Hékon
Hakonssen (von Hippel, 1989, Teubal, 1987, Hakonssen, 1989). For the under-
standing of systemic flows, there is a strong case for simply expanding the
quantity of this type of work.

An important new data source relevant to inter-institutional interaction is the
output of the co-ordinated innovation surveys developed via the OECD, the Euro-
pean Commission and individual researchers in the early 1990s. There are two
such initiatives which relate directly to the topic here: they are the Community
Innovation Survey (CIS), described above, and the PACE project, which is an
internationally co-ordinated follow-up to the Yale surveys of the 1980s.

The CIS project developed out of a heterogeneous set of more or less
independent surveys carried out by private researchers in the 1980s (see OECD,
1990a; Smith, 1992 for descriptions); in 1992 the experience of the surveys was
synthesised into an OECD manual, which aimed at improving the conceptual and
statistical coherence of future surveys (OECD, 1992a). The OECD approach was
subsequently developed by Eurostat and DG-XIII (European Innovation Monitor-
ing System) within the European Commission, and implemented on an EU-wide
basis; this survey was known as the Community Innovation Survey (CIS) (the
data will henceforth be referred to as “CIS data”). Eurostat is now building a
comprehensive firm-level database with the CIS data, which will when completed
contain data on approximately 40 000 European firms (see European Commis-
- sion, 1994 for an overall description). A closely similar approach has been
adopted and has been or is being implemented in Canada, the United States,
Norway, Finland and Australia.

The CIS survey primarily collects data on activities related to new product
innovation in manufacturing, and on outputs of new or improved products within
the sales profiles of firms. But it also contains several questions on technological
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co-operation and information flows, and it therefore makes it possible to link up
the general innovation performance of firms with their patterns of technological
collaboration and information use. There are two sets of relevant data from the
survey, on information sources, and collaboration. The PACE project asks a
closely similar set of questions, but to a very different population of firms: the CIS
survey is aimed at the manufacturing sector as a whole, via a stratified sample
with generally low cut-off points; it is not specifically aimed at R&D-performing
firms. The PACE survey is aimed at large R&D-performing firms, invariably with
more than 500 employees. The surveys are therefore complementary.

First, the questionnaire asks firms to rank, on a 5-point ordinal scale, the
importance of the following “types of information required in the development and
introduction of technological change”: ‘ ' '

INTERNAL SOURCES

— within the enterprise;
— within the group of enterprises.

EXTERNAL/MARKET SOURCES

— suppliers;

— clients and customers;
— competitors; -

joint ventures;
consultancy firms.

EDUCATIONAL/RESEARCH ESTABLISHMENTS

— universities/higher education;
— government laboratories;
— technical institutes.

GENERALLY AVAILABLE INFORMATION

- patents; '
— professional conferences/fairs/exhibitions/meetings;
— professional journals.

Secondly, the questionnaire asks about the acquisition and transfer of tech-
nology. This is simply a binary (yes/no) question, in which firms are asked
whether they use a particular channel of transfer or acquisition, and where the
source is located geographically. This covers a number of key forms of knowledge
flow, including licences, contracted R&D, consultancy services, mergers and
acquisitions, communications with other enterprises, or hiring policies. One of the
interesting possibilities with the overall data set is actually to explore the effects of
co-operation: for example to test links between co-operation channels and other

94



innovation activities and outputs of firms. This data set has only recently been
established, so it is too early to suggest results, but a preliminary result from the
Norwegian survey suggests that firms active in co-operation arrangements with
other institutions have significantly higher levels of new product sales than those
not engaged in co-operation; this result seems to be rather robust, applying
across all industries and size-classes of firms.

The PACE questionnaire is far more wide-ranging, as well as more specific,
than the CIS survey: it asks firms for 5-point ordinal rankings of the importance of
three broad types of knowledge flow or support: technological knowledge,
research outputs and methods of access to these outputs, and public sector
policies. The main dimensions of the information generated by the project are as
follows:

SOURCES OF INFORMATION

— parent firms or subsidiaries — customers
— joint ventures — universities
~ suppliers — public conferences

OUTPUTS OF RESEARCH

— use of basic research results — prototypes
— specialised knowledge — trained researchers or scientists
— instrumentation

METHODS OF ACCESS

- publicatiohs — personal contacts
— conferences — funding R&D
— hiring : — joint R&D

- PUBLIC POLICIES

— procurement policies — co-operation programmes

— subsidies ~ agencies for accessing interna-
' tional information

— R&D support

— information programmes

It is clear that these types of new data offer major opportunities in system
mapping. There are, of course, many potential pitfalls with them, and the general
quality of this data will need serious evaluation. But the prospects for policy-
relevant system mapping look very promising.
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Finally, there exist methods for mapping specific co-operation agreements by
firms: here an extremely wide literature already exists, although there has been
no real discussion of whether there might be benefits to come from standardised
approaches, and if so, how they might be developed. In a comprehensive survey,
Chesnais (1988) described six main categories of such studies:

studies on joint ventures between firms;

industry case studies, reporting incidentally on co-operation;,

studies of inter-firm co-operation agreements in general;

technological collaboration in specific industries;

— business management studies (on co-operation and corporate strategies);
— institutional studies of co-operative R&D in different national environments.

The literature on these topics is particularly large, but has not — apart from
Chesnais’s work — been explored from a policy perspective; there appears to be
considerable scope for using such literature in national policy contexts. It should
be noted that it is possible to build quite substantial and consistent data sources
on this issue: the MERIT-CAT! databank in particular collected data on over
7 000 co-operation agreements, and has generated interesting analyses of knowl-
edge interactions (for an example, see Hagedoorn and Schakenraad, 1990).

Personnel mobility

An important element in system interactions is occupational mobility. Data on
stocks of researchers and qualified scientists and engineers is quite widely availa-
ble. Flows are more problematic. However, a number of studies in various coun-
tries have shown that mapping such mobility with survey techniques is practica-
ble, and a number of OECD countries have mobility data which throws some light
on interactions between major research-performing sectors. At the simplest level
there is simply data on mobility rates from universities and research institutes,
combined with patterns of recruitment and destinations when leaving. This data is
available, in more or less partial form, for most European research institute
systems (see Ekeland and Wiig, 1994). Their study of the Norwegian system
showed that the substantial sector of technological research institutes recruited
researchers primarily from the university sector after postgraduate study, and sent
personnel to the business sector; annual turnover rates average about 7 per cent,
and most of those moving do so within six years. The general picture which
emerges is one of a stable interaction pattern, in which publicly supported
research institutes play a key role in supplying skilled personnel to business. For
some countries such data is supplemented with data on “partial” mobility, mean-
ing periods on sabbatical, loan, contract research, and so on. In general, this is an
underdeveloped research area, but one where data exists and is relevant to
knowledge system interactions.
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System specificities

Thus far, this paper has explored methods for identifying interactions within
systems. But such interactions should be placed within a view of system struc-
tures and specificities. There are a number of relatively straightforward indicators
~ which are relevant for policy analysis, but which could be more widely used.

These include, for example, the Revealed Comparative Advantage (RCA) and
Revealed Technological Advantage (RTA) indicators, various patent indicators
indicating degrees of self-sufficiency or external dependency, and so on. There
exists one systematic attempt to use all of the available science and technology
indicators to identify such specificities, namely Archibugi and Pianta (1992); fur-
ther analysis of system approaches could involve a development of their work.

There is one particular indicator, widely used, where system specifities ought
to be taken into account, and ought to modify the policy use of the indicator. This
is the use of R&D intensities for international comparisons. In comparing the R&D
performance of companies, industries or countries, we clearly cannot use abso-
lute amounts of R&D expenditure or employment, if only because there are large
size differences between countries. To overcome this, there is one overwhelm-
ingly popular indicator, namely “R&D Intensity”. For an economic sector, such as
manufacturing or services, or an individual industry, this is usually defined as the
ratio of R&D expenditure to value added or gross output. For an entire economy
the equivalent measure is R&D/GDP. These ratios are widely used and are the
usual basis for distinguishing between high-technology, medium-technology and
low-technology industries. The R&D. Intensity indicator can be extremely useful,
but it can also be misleading. This is particularly the case if we simply compare
the overall R&D Intensity numbers for manufacturing sectors as a whole. It is not
uncommon for rather sweeping policy conclusions to be based on such compari-
sons. This kind of policy conclusion is oversimplified and unjustified. The reason
for this is that the overall R&D Intensity for any country is strongly affected by
what kind of industries the country possesses. The overall R&D intensity is an
effect of two separate things — on the one hand, how much R&D is performed in
the various industries, and on the other, the mix of low and high-R&D industries
which the country possesses. The OECD has proposed a structure-adjusted
indicator, called STIBERD, which attempts to take account of these structural
impacts (see OECD, 1994); use of such indicators is central to reasonable struc-
ture analyses.

“Institutional mapping”

What has been presented above is a kind of portfolio of mapping téchniques
which, taken together, can give us some first approximations of system interac-
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tions and characteristics. However it is important to note a significant limitation in
such statistical exercises, which is that they tend to erase one of the most
important insights of the knowledge system approach, namely institutional differ-
ences. It therefore seems important to link any quantitative approach in this field
with qualitative approaches which map institutional differences — for an example
of this in the “national systems” context, see Mjgset (1992).

Knowledge systems are characterised by institutional complexity. On the
private level, technology infrastructure institutions include industry associations
and conferences, training centres, trade publications, collectively-established
technical standards (such as architecture and operating systems in computing),
branch research institutes, and so on. Public sector institutions include research
councils, standards-setting organisations, patent offices, universities, research
“institute systems, libraries and databases. Public sector instruments include R&D
programmes, legal or administrative regulations, subsidies to capital stocks
(especially structures and scientific equipment), and public procurement. We
could define the public science and technology infrastructure as consisting of a
combination of these institutions and the flow of resources through them.

However the nature of these institutions may vary considerably between
countries. Consider, for example, universities. Of course alll OECD countries have
university systems. But there is no definitive form for universities: they can have
many different organisational structures, many different links with society, many
different approaches to how knowledge is generated, and how teaching should be
undertaken, and so on. Even within national boundaries there can be surprising
diversity of forms: the United States is simply the most striking example of this.
The potential diversity is even greater in an international context.

These rather elementary points raise wider questions about the nature of
institutions: how do they evolve, what is the scope for policy intervention in their
evolution? These issues are at least as central to comparative analyses as the
quantitative procedures described above. '
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I. INTRODUCTION

Innovation policy first emerged as a concept towards the end of the 1970s,
but it was not until recently that it was refined and that innovation ceased to be
confused with research, invention and high-tech. Innovation is now defined as
“that process by which a new product or process is successfully brought from the
concept stage to market”.! This definition warrants the following comments:

— the innovation may be radical, but may be limited to simple modernisation
of the status. quo;

— the idea which sets this process in motion is almost always a result of
market analysis and only rarely the result of research;

— but the success of the innovation process is determined to a large extent
by the accompanying technology.

This article addresses the system of measures designed to stimulate this
process. Unlike a paper on technology, it does not address issues such as the
acquisition of new knowledge or knowledge diffusion; its central topic will be the
innovating firm.

In practice, innovation policy is aimed primarily at SMEs, since larger firms
are considered as being well-equipped for innovation (they expect government
aid only for their research programmes). Innovation policy for SMEs is therefore
the first issue that this paper addresses, although many of the initiatives it outlines
could benefit firms in general.

II.  INNOVATION POLICY AS DISTINCT FROM RESEARCH POLICY

From the outset we should state that innovation policy is not the same as
research policy, nor is it an adjunct to research policy. They are each policies in
their own right and, while they certainly complement each other, the two should
never be confused:

— research policy is aimed at advancing scientific knowledge, by supporting
public laboratories and, more indirectly, industrial laboratories;
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— innovation policy is aimed at helping companies innovate successfully,
i.e. helping them get new products and processes onto the market. It thus
contributes directly to the competitiveness of the industrial fabric.

The mistake was to confuse these two aims: of all the factors which affect the
market success of a new product or process, the application of new scientific
knowledge is seldom the crucial factor, even if the product or process is strongly
technology-based. In practice, a good third of all innovations are by firms which
have no formal research teams. Conversely, improving the competitive position of
companies is seldom the sole aim in advancing scientific knowledge. It is there-
fore important to draw a distinction between the two aims and, consequently,
between the two policies (Aubert and Dubarle, 1978).

The confusion between the two policies, which still lingers, stemmed from the
“linear” model of innovation that was employed. This model pictured the innova-
tion system as a “pipeline”: the results of basic research went in one end and
commercial products came out the other. A direct and incontrovertible link was
asserted between economic competitiveness and intensive research. However,
the cumulative experience of the past 20 years demonstrates that this direct link
applies only in certain very specific cases; at best there may be a statistical
correlation, but studies on the ground have not confirmed this (Heraud and Laval,
1994). '

European countries repeatedly complain that their performance (and
successes) in the science and technology field do not result in industrial and
commercial success (Soete and Arundel, 1993). There is nothing mysterious in
" this: the innovation capacity of European companies is trailing behind that of other
countries (in the high-tech field in the United States, in all sectors in Japan). A
vigorous innovation policy carried out by the public authorities and within the
major companies could certainly remedy this shortcoming. However, we should
be aware that such a policy will take a long time since there can be no technologi-
cal change without social change, the propensity to innovate being primarily a
cultural phenomenon (Porter, 1990; OECD, 1991, p. 99).

In fact, the linear model, which still persists, tends to see everything in terms
of the creation of new scientific knowledge and, in some cases, technology
diffusion. However, innovation is something else: it is a creative act motivated by
an economic objective, which mobilises financial as well as human resources in a
purely market context, far from the academic system. The actors involved are
engineers, financial backers, various experts and, of course, entrepreneurs, but
seldom research scientists. At both firm and government level, the innovation
process requires a much broader perspective than that of research.

This said, one must not go to the other extreme either: in this day and age,
services and processes stand no chance of success in the international market
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unless they incorporate vast amounts of knowledge of all types;? the actors in an
innovation project must be totally immersed in a culture which not only possesses
this knowledge but also promotes it forcefully. An environment that is
“il-informed”, indifferent to advances in knowledge, is a barren environment. It so
happens that the best way to ensure that knowledge with universal application
thrives in a firm or its environment is to conduct research.

In short, innovation policy for SMEs and research policy need to be
conducted in tandem, giving the same priority to both. The two must, neediess to
say, be interactive and mutually supportive (see Section VII).

. WHAT WILL AN INNOVATION POLICY CONSIST OF?

The overall objéctive of any public innovation policy is, it will be recalled, to
strengthen the long-term competitiveness of a given country’s companies by
creating a climate conducive to innovation. It achieves two things. First, in tradi-
tional sectors, innovation ensures a company’s survival by giving it a firmer
foothold in the market, edging it towards the top end of the market, and by
increasing its export capacity; in emerging (growth) sectors, such as high-tech
services and manufacturing, innovation enables new and healthy companies to
take the place of ailing companies in traditional sectors and shifts production to
job-creating sectors.

In saying that an innovation policy is a policy which assists firms, we touch
upon the essential difficulty: it can act only in an indirect way, because it is firms,
not government, which deliver innovative products, processes and services.
Government, obviously, cannot do their job for them, but there are three things it
can do to provide the right conditions:

— create a climate conducive to innovation;,

— foster a corporate innovation culture;

— ensure that firms have all the necessary resources by providing an exten-
sive and efficient innovation services system.

Creating a climate conducive to innovation

When entrepreneurs wish to launch a new product or to embark on any other
change (modernisation, quality, reorganisation, etc.) they must feel that they are
being given every support. Instead it is frequently claimed that obstacles are put
in their way and that everything is made difficult for them, although it is often
impossible to pinpoint the source of the obstacles. It is this sort of inertia which
innovation policy will have to change.
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- An innovation policy must promote international competition and techno-
logical development.

— Equally, it must encourage co-operation, since innovation will only flourish
within a highly interactive system. One could say that whereas research
and training policies, etc., fund or influence “resource generators” directly,
innovation policy acts on the interfaces which these policies cement and
build up. _

— It will be easiest to promote an innovation climate on a regional scale
(Landabaso, 1995). Interaction between actors from different spheres of
activity, relationships of trust between industry, financial backers and gov-
ernment, and concerted action by administrations develop more easily at
regional than at national level. It can build a competitive advantage,
defined as “the innovative capacity of the region” (Nauwelaers, 1995).

— Consumers (the public in the case of consumer goods, firms in the case of
capital goods) should welcome the launch of new products and be
encouraged to develop a taste for new high-performance products (Muldur
and Caracostas, 1993). The products themselves should, in addition, be
marketable in large integrated markets: even today barriers within Europe
all too often leave the United States as the only large market for new
product launches.

— Generally speaking, an innovation policy will aim to eliminate anything in
legislation or regulations which could constitute a barrier to innovation.

Developing a corporate innovation culture

Not every firm wants to innovate or, indeed, is capable of innovating, far from
it. The capacity to innovate requires four essential qualities: :
— imagination concerning new products, services or processes;
— absorption capacity, or the capacity to make maximum use of the external
environment and to take on board new knowledge and skills;
- the ability to manage a project successfully through to market;
— a taste for risk-taking.

Fostering these qualities in SMEs means getting them to change their beha-
viour which is certainly a difficult, and perhaps a questionable, undertaking. But
governments, after all, have a duty to educate their citizens — don’t they also
therefore have the right to drag firms into the new, knowledge-based economy, by
fostering an innovation culture?

This second approach can be summed up in three words: risk-taking, learn-
ing, culture:
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— One by one, firms should be encouraged to learn new behaviour and new
skills: they must learn how to get the best out of all the expertise that their
environment offers and to develop their absorption capacity (Cohen and
Levinthal, 1989), which we could equally call learning or innovation capac-
ity. They must be able to manage an innovation project, particularly in the
design/feasibility stages. -

— To begin innovating, firms must be prepared take risks (back to culture
again); to be successful at innovation, they must know how to manage
those risks (Kessler et al., 1995). Risk management is an art, but is fast
becoming a technique, to the extent that analysis is taking the place of
some vague notion of risk (sometimes confused with uncertainty or even
speculation), breaking it down into its component parts, with different spe-
cialists handling each type of risk. These techniques have made great
strides in both the financial (securitisation, derivatives, guarantees, etc.)
and commercial fields (for instance, a high degree of specialisation was
developed for the NASDAQ system in the United States).

_— As in any “advanced market”’, the demand for the factors of innovation
(technologies, equity capital, project management, etc.) follows in the
wake of supply. Innovation policies must therefore set out to stimulate that
demand (Chabbal et al., 1994a) by making firms aware of new technolo-
gies, letting them know the existence of new issues and new dangers.

Although the objective of this second approach is clear, as with all policies
which seek to change behaviour, it is difficult and slow to implement.

Ensuring that firms which wish to innovate have the resources
and the expertise to do so

Innovation by a firm is a creative act which goes beyond the simple acquisi-
tion of knowledge and other resources. Nevertheless, the success of an innova-
tion process demands the mobilisation, where and when required, of such
resources as finance, technology, all sorts of information on markets, on the
competition, etc. This is the area in which governments feel most at home, as
they think that they can influence supply both upstream (resources) and down-
stream (distribution system).

— The first objective is to target those actors who feed the resource pool
(chiefly financial and technological resources) so that SMEs or their part- -
ners will be able to draw what they really need from it (once the needs of
the SME (whether expressed or not) have been identified.

— The second is to ensure that SMEs will find all of the professionally-
qualified partners they need within their immediate environment (Chabbal
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et al., 1994a): because innovation in SMEs in particular is a very new
phenomenon, most “intermediaries” have had, at best, “on-the-job” train-
ing, or, more seriously, have had only minimal involvement with SMEs
since the bulk of their work is for major companies or large government
programmes. They find it difficult to adapt to the very specific needs and
working methods of SMEs. These intermediaries will have to be trained
and a code of professional practice established if we are to have service
companies that are fully conscious of their clients’ needs.

—~ Knowing how to disseminate technology through three main vectors is
particularly important (cf. Freeman, 1987, Chapter 2): equipment-embod-
ied technology; mobile personnel — or close co-operation on projects or
participation in networks — who can pass on knowledge (including tacit
knowledge); data banks and other means of communicating explicit knowl-
edge. At a more general level, it is necessary to increase their “distribution
power”, a concept recently expounded by David and Foray (1995, see this
volume).

This second package of measures is primarily targetted at the SME’s part-
ners, the “intermediaries”. Such measures have a multiplier effect in that setting
up one first class intermediary (sometimes public sector, but more often private
sector) improves the innovation capacity his many client SMEs.

An essentially local policy

To conclude, we would emphasise, once again, that an innovation policy for
SMEs is above all a local policy: it is, therefore, essentially the domain of regional
- policies, which is also the level at which most of the initiatives that will be
described were implemented (Landabaso, 1995). This is not to say that national
governments (and Europe) have no role to play; it simply means that their role
should be demarcated by the “subsidiarity principle”.

It is hardly necessary to repeat here that these measures would serve no
purpose if people were not creative and if firms were not prepared to innovate.
Government policies can do only so much. :

IV. THE ACTORS IN INNOVATION POLICIES FOR SMES

Innovation policy takes many forms and can seem complex. It aims to
improve the innovation system by ensuring that it is comprehensive, consistent
and interactive. The merit of this (somewhat tautological) definition is that it
introduces the systemic dimension of innovation policy. This network can be
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described as a network of actors, identifying particularly those who act as inter-
faces. For this description, we will use the modelisation and the vocabulary of the
Centre de sociologie de l'innovation (CSl) (cf. Callon et al., 1995, p. 415).

Along the innovative process, the SME brings together a small network of
~ experts, represented by the diagram below (Figure 1) (cf. Chabbal, 1994):

The firm itself, at the centre of the diagram, is the ultimate target of innovation -
policy. Greatly simplifying the situation, there are two main types of SME.

— First, RICs (research-intensive companies) (Chabbal et al.,, 1994b,
Chapter 9), some of which will grow very rapidly (top of the pyramid in
Figure 2) while others are technology suppliers (mid-section of the pyra-
mid). These companies constitute 90 per cent of the “SME clientele” of the
research programmes. ,

— Second, “standard” SMEs (base of the pyramid), which are far more
numerous. They innovate, but carry out little or no research and are not
directly affected by research policy.

Of course a more detailed classification — region by region and sector by
sector — can be use_ful, and many have been made, especially for research-

intensive companies.

, Each side of the hexagon in Figure 1 represents one of the SME’s principal
partners in the innovation process. The need for innovation-related services
(public and private) is one of the premises on which an SME-geared innovation
policy is based: too small to have all the requisite skills normally available in a
large company, SMEs have to call on external services (where the best known
example is that of software consultancy companies. As innovation is a fundamen-
tally interactive process, external service providers will only be effective if they
behave like real partners.

Although these “intermediary services”, as they are often known, go by
different names and are differently structured in different countries, there are
some core functions which, to be effective, need qualified professionals with very
specific profiles. _

Some of these professionals are what one might call “mediators”. Even when
a pool of necessary resources, scientific, financial and market knowledge, etc., is
available, that knowledge still has to be adapted or converted into a form usable
by SMEs and channelled in their direction. This is the job of “mediators”, whom
we might also call transfer agents, provided that we keep in mind that their role is
essentially one of transformation rather than of distribution. Let’s take a look at
who these partners are. '

— Some are the “technology suppliers” [contract research companies, high-
tech SMEs, Technology Resource Centres, etc. (Chabbal et al., 1994a and
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1994b)]; and must not be confused with laboratories whose function it is to
fill up the knowledge reservoir but not to pump the knowledge towards the
innovation projects of SMEs.

— Others, consultants of one kind or another, are experts in various areas: in
marketing, patenting, value engineering, other forms of management, data
banks, not forgetting trainers. '

— Last but not least are financial intermediaries, which we will return to later.
These are mainly banks and venture capital investors plus all the other
actors in a NASDAQ-type financial market (analysts, known variously in
the United States as ‘“researchers”, “market makers”, “underwriters”,
etc.).

Other partners, who are relative newcomers on the scene, act as project
architects, providing back-up (Germany’s “projekt gestalter” for example) particu-
larly in the design stage.

Another important function of such professionals is that they are the first port
of call for SMEs. As such, their main role is diagnosing the SME’s needs, whether
it wishes to innovate or simply to modernise, and directing it to the experts who
can best meet those needs. A major part of their job involves canvassing local
SMEs. These professionals, often known as Technology and Innovation Counsel-
lors, usually belong to Regional Technology Advisory Centres (RTACs) (exam-
ples are the United Kingdom’s “Business Links”, France’s “Points d’appui techno-
logiques” (PAT) and “Réseaux de diffusion technologiques” (RDT) or Denmark’s
TICs. Between them, these Counsellors are able to offer the degree of specialisa-
tion that the job may require, although, in the main, their remit is fairly general.

One of the tasks of these initial contact points is “first generation technology
transfer”, as opposed to the more in-depth transfer involved in a real partnership.
This entails alerting SMEs to the new opportunities that technology offers, through
publications, seminars, visits, demonstrations, tests and other initiatives to make
SMEs more confident in their environment.

- Last, but not least, in this list of partners, are other firms, which are actually
the best partners from the standpoint of the SME. Partnerships between firms can
take any number of forms: the majority of the actors outlined above are private-
sector service companies (to the extent that those which are directly involved with
public research are generally set up as private companies). Others, SME clients
and suppliers, are those which generally provide the impetus for innovation.
Finally, companies are forming more and more networks (Jakobsen and Martinus-
sen, 1990), for joint research work, export and other purposes.

The two groups directly targeted by innovation policy are firms, on the one
hand, and their partners (or “intermediaries”, as they are now known), on the
other. It is also interested, although indirectly, in a third group: “resource genera-
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tors”, who add to the pool of knowledge that innovating companies dip into, either
directly or through partners. In the case of technology, they are basic research
laboratories; in the case of capital, they are primarily pension funds and other
“patient” investors: both belong to systems (research, financial, etc.) whose .
socio-economic role is by no means confined to innovation but whose long-term
policies should take into account its needs.

These three target groups — firms, mtermediaries and resource generators
can be represented as a triangle (see Figure 3) which we will refer to frequently.?

Figure 3

Entreprises
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V. THE TOOLS OF INNOVATION POLICY

Now that we have answered the first two questions (what to do, who to
target) we will address the third question — how do we go about it? What tools can .
innovation policy use?

A major problem is co-ordinating and striking the right balance between
government initiatives and those that are more properly the domain of the private
sector. As a general rule, government intervention should be limited to running
pilot projects which are designed to encourage a new type of demand until it is
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strong enough and well enough defined to make private-sector supply profitable.
However, experience has shown that there are areas, such as SME awareness
initiatives, forecasting, etc., which warrant longer-term government aid. It is
essential to ensure good co-ordination all the way down the line between govern-
ment and private initiatives, not forgetting joint initiatives.

As we have already pointed out, innovation policy is complex but consistent.
Figure 3, which shows the three target groups referred to above, will help us
classify the wide variety of tools available.

— transfer and interaction areas between the actors and institutions, the
nerve centre of any innovation system, is shown in the centre of the
triangle;

— incentives designed to steer more general measures (fiscal, regulatory,
research programmes, etc.) in a direction conducive to innovation are
aimed at the “resources” target group;

— direct measures (subsidies of various kinds) and “qualitative initiatives”
(assessment, quality certification, etc.) are aimed at the “firms” and
“intermediaries” target groups.

The “REED” cycle (Reflection, Experlmentanon Evaluation,
Dissemination)

~ Since it is faced with a complex system, public innovation policy has to adopt
a diversified and systems-based approach. To ensure that it is nonetheless con-
sistent and clear it must be underpinned by a reference framework which should,
“among other things, enable it to forecast what the effects of policy tools will be on '
each of the actors and on the system as a whole.

Such a framework was established by trial and error, using a process which
involves successive stages of reflection, experimental development, evaluation
and dissemination (of best practice), sometimes called the REED cycle (Chabbal
et al., 1995). This is a pragmatic, considered approach that makes it possible to
build up in-depth knowledge of what has every apparance of a “black-box”.
Briefly, the stages of this cycle are:

— Reflection: in order to construct a conceptual framework, public authorities
can prompt research, undertake analyses, compile statistics, set up forums
for comparative analysis of the knowledge thus acquired (e.g. EIMS under

- the SPRINT programme) (Miege, 1995). ,

— Experimental development. as a follow-up to such analyses, governments
can set up pilot schemes, with the co-operation of industry, to test hy-
potheses and gain on-the-ground experience (SPRINT programmes,
UK schemes, etc.)
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— Evaluation: the conceptual framework, which has been thus gradually built
up, serves as a frame of reference for evaluating either specific projects or
innovation policy proper..

— Dissemination of “best practices”: public authorities obviously have a duty
to communicate what they learn from the above stages to all the players in
the innovation system.

The REED procedure has a number of advantages: as well as showing the
way, it allows those. actors who have participated in the process to put together a
common analytical framework which does much to ensure the consistency of the
programmes set in motion.

Outline of the interaction and transfer mechanisms which firms can use

We have stressed the importance of interaction and transfer in innovation
systems. These can develop through a wide variety of mechanisms and publlc or
private organisations:

— Networks: currently the most widespread of such mechanisms, networks
involve all the actors in the innovation system (Callon et al., 1995a);
although networks of firms are the most difficult to set up, they are the most
effective once in place. Such networks may be regional, national, Europe-
wide.

— Co-operative projects: already widely used in the research field, they have
become as well an effective way of developing products (EUREKA) and
validating or disseminating technologies (VALUE and SPRINT, respec-
tively). Project management methods have improved considerably in
recent years (EC, 1995).

— Financial markets: NASDAQ is a typical example of an interactive market-
place and plays a major role in the expansion of innovating SMEs in the
United States (Fassin and Lewis, 1992; EVCA, 1993; Chabbal, 1995).

— Other “interactive environments”: include forums, trade fairs, technology
parks, science parks, and other incubators (Bruhat, 1993), all of which are
increasingly used to stimulate the local industrial fabric, either by encour-
aging high-tech firm start-ups or by forging links between the latter and
traditional industry.

— Demonstration: now a much more widespread practice in transfer centres
(TRCs, etc.), especially for transferring embodied technology (equipment,
software, materials, etc.). '

— Personnel mobility: long-term training courses, aid for recruiting laboratory
research staff and technicians and for other means of disseminating tech-
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nology while at the same time expandlng the technology absorption capac-
ity of SMEs.

— Patents and licences:. patent policy has an enormous influence on the rate
at which technologies spread: for example, Japan’s policy, geared to incre-
mental innovation, is considered to be more in tune with the realities of the
innovation process than the European concept, which is geared to
“invention” (David and Foray, 1995).

The above list should also include services which act as “mediators”, as
defined in Section IV above, chiefly:

— Technology Resource Centres (TRCs), i.e. specialist teams whose job it is
to adapt and “feed” the results of laboratory research to SMEs (see
below);

— various types of advisory services;

— ‘“valorisation” consultancy services:. whereas technology is disseminated
primarily by using the expertise of researchers, a firm may sometimes be
able to incorporate an entire process into its activities. In such cases it
procures a licence from another company or public agency. This is where
licensing agents have a part to play. They may receive government aid
under what is known as “research results exploitation policy”.

— training services which provide support when new equipment is installed or
which are aimed at the different categories of intermediary mentioned in
Section V. '

— financial intermediaries in the innovation funding business, primarily ven-
ture capital companies.

An innovation policy will have as its aim:

- on the one hand, to multiply its interface contacts its mnovatlon service
firms and its interactive environment;

— on the other hand, to create institutions (networks, one-stop-shops, pilot
committees, etc.) which put these different interfaces in contact with one
another and which co-ordinate the different sources of expertise and
finance.*

Government action to channel resources in the right direction
(first target group)

Innovation policy is not directly responsible for supporting research nor for
financial or environmental policy, etc. However, it can and should serve as a
spokesman to companies, and SMEs in particular, to steer these policies in
directions conducive to innovation.
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The “resource reservoir’ analogy serves to illustrate this point. Innovating
firms should be able to find the resources they need in this reservoir: longer-term
financial resources, technological know-how, information on international mar-
kets, etc. '

The role of innovation policy will be to counteract natural trends of resource
creators such as the “technology push”, for technology resources, the preference
for “liquid” investments, the shortsightedness and regionalism of entrepreneurs.

The following are some of the initiatives governments have taken in this
direction. :

Technology and demand forecasting

-~ Forecasting: while there is nothing new about forecasting exercises, they
now tend to be more focussed on practical goals. Some focus on trends in
consumer needs: for services, consumer and capital goods (the Delphi
technique) (Grupp, 1993; Office of Science and Technology, 1995).
Others, modelled on the former to a greater or lesser extent, attempt to

- predict what the key technologies of tomorrow will be (surveys, etc.).

— SME demand forecasting: SMEs do not demand leading-edge technolo-
gies, but existing mainstream technologies which can be tailored to their
own needs. Although technologies have to be adapted for each individual
firm and each individual product, it is instructive to identify problems for
which a collective solution could benefit an entire sector. This exercise
differs from the former in that it must be undertaken by the people on the
ground who are in constant touch with SMEs and are able to “visualise”
the knowledge that has to be made available to meet any of a wide variety
of needs which, more often than not, are not clearly articulated by the firms
themselves. This will be one of the tasks of Technology and Innovation
Counsellors and of sectoral Technical Centres.

The hope is, of course, that the outcome of such exercises will be taken into
account in defining research programmes, particularly European Commission
programmes.

Fiscal measures

When well-targeted, fiscal measures can provide a powerful incentive. Those
that induce businesses to increase their research effort will be dealt with later.
Fiscal measures aimed at encouraging longer-term savings (in compensation for
the reduction of liquidity in their investments), or at encouraging companies to
increase their equity capital rather than to borrow, should also be included under
this heading.
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Standards

Standards for new products should be preceded by research and be perform-
ance-oriented (since this will stimulate innovation) rather than essentially descrip-
tive (O'Connor, 1992).

Regulatory measures

The aim, here, is not to introduce new measures, but to influence and
reformulate general regulatory measures so that they will stimulate innovation
rather than fetter it. For example:

— protection regulations (environment, safety, investors, etc.) should also
take into account the effect they will have on innovation, which should be
viewed as a way of resolving problems in need of solutions rather than as a
threat (one only has to consider the very positive impact of the Clean Air
Act in the United States);

— regulations applicable to government procurement contracts and anti-trust
legislation should promote creative competition. While ensuring the total
transparency of procedures, care should be taken to ensure that innovative
projects can often be selected in preference to “cheaper” projects (Miege,
1995).

Subsidies (and other aid) for intermediaries (second target group)

It is usually firms which have to pay for innovation-related services and
consulting; the resources of such services should therefore come from firms. One
might well ask what part the government should play. with regard to
“intermediaries”: how can government innovation policy help services which will
ultimately be the responsibility of the private sector?

This is an area in which the REED process could prove useful since it can
identify the optimum operating conditions for these interfaces (it has made it
possible to clarify the role of TRCs as distinct from research laboratories, for
example). By using this approach to define “best practice” in new professions, the
government could accelerate the take-up by SMEs of services which they are not
familiar with, possibly involving certification to ISO 9000 (DTI, 1995) or other
quality standards. Again we would stress that the development of a conceptual
framework would also enable us to set up evaluation schemes for innovation
policies on a comparable basis (for example, evaluation of national policies by the
OECD and regional policies by SPRINT).

The European Commission’s efforts to promote the development of the Euro-
pean NASDAQ by fixing the rules of the game and therefore helping the private

118



operators responsible for setting up this securities market — comes into this
category of non-quantitative aid.

Béyond the government’s role as a think-tank and in standardisation, experi-
ence shows that there are a few other niches in which government intervention is

useful.

— First, the launch of services which meet new needs and for which demand
only becomes apparent once there is already a structured supply. Public
authorities can then supply basic equipment and ensure operations until
turnover is high enough to ensure viability.

— One example is the United Kingdom’s “Enterprise Initiative Consultancy
Scheme” which allows SMEs to claim a percentage of the costs incurred
when they use outside consultancy services; the training and selection
of consultants is based on SMEs’ assessments of the services provided.
After 10 years’ sustained effort, the United Kingdom now has more than
10 000 high-calibre consultants covering the full range of areas
(DTI, 1995).

— This category would also include assistance for “spin-off” companies
(Mustar, 1993), to allow industry or public research staff to set up com-
panies specialising in the supply of technology of all descriptions (tests,
analysis, software, customised instruments or materials, assistance with
innovation projects, contract research). Assistance could take a number
of forms, including a guarantee that a researcher could return to his job
with his original employer should the venture fail.

— The same rationale is behind aid for the demonstration initiatives
described elsewhere in this paper.

— Second, incentives for working with SMEs. The transaction costs for work-
ing with SMEs are currently very high in relative terms (Chabbal et al.,
1994p, Chapter 11). In fact the costs involved in contracts with SMEs,
often considered “small contracts” (short-term, modest sums, etc.) are
almost as high as for major contracts secured with large firms. As a result,
commercial interface services have almost entirely neglected services to
SMEs. This is why the public authorities are increasingly offering a “bonus
for working with SMESs” in the form of a “top-up”; the sum paid by the SME
is “topped up” by a prorated subsidy (say, 40 per cent of the amount paid
by the SMEs) to offset the higher costs involved in working with SMEs. In
the long run, the subsidy should cease once SMEs have learned how to
work in partnership with innovation services. Studies and initiatives in this
area should be considered a priority. ’

— Third, sharing the risks taken on by those who invest in radical innovation,
for example, the guarantees extended to banks and venture capital com-
panies (SOFARIS in France, BJTU in Germany, etc.)
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- Fourth, aid for setting up interactive environments: financial markets, net-
works, technology parks, etc.

Government support can go as far as permanently financing some categories
of intermediaires which until now have only been able to operate thanks to public
funds or collective support. This is especially the case of Technology and Innova-
tion Counsellors in their tasks of prospection and guiding SMEs.

"Economic logic requires that such aids and subsidies be withdrawn once
SMEs and their partners have learned to control their transaction costs.

Direct measures for firms (third target group)

Let us now turn to the most classic of all public policy tools: direct subsidies
for firms.

Most economists are, it goes without saying, opposed to the principle of -
subsidies since they consider the results counter-productive, causing intersectoral
and international distortion, shielding companies from the realities of competition
and delaying restructuring and adjustment. They should only ever be used as a
temporary measure and should be reviewed thoroughly at regular intervals.

This said, in an economic climate in which SMEs have not yet really adapted
to the changes resuiting from unrestricted international competition and to the
pace of technological change, every country now operates some form of direct
subsidy for innovation. :

Subsidies can be used to serve a variety of purposes.

— The first of these is to increase the absorption capacity of firms: the aim is
to enable an SME to employ staff who will strengthen its absorption capac-
ity, i.e. its ability to use the outside environment to its best advantage and
to add new knowledge and skills to its assets. Without the right staff,
experience has shown that it is virtually impossible to establish a dialogue
‘between the SME and its partners.

— When the size and nature of the SME is such that it can build up a
research team, this team will be the interface that will do the “absorbing”
(if it has been clearly designated to play this role and is prepared to do
s0). There are various programmes and instruments which encourage
firms to set up such teams: the most neutral of these is the “R&D tax
credit” (increased expenditure on research is tax-deductible).

— Even when an SME cannot reasonably expect to set up a research
department, it is to its advantage to employ staff who have research
qualifications (Berkaloff et al., 1971) or professional experience which
would equip them for the interface role. Incentives to employ such staff
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include a number of programmes which will pay all or part of their salary
for a certain period (TCS in England, CORTECHS, CIFRE, ANVAR-
embauche and long-term training courses in France, etc.).

— The second is to help SMEs improve project design: the ultimate success
of an innovation project hinges on the design stage; this is when technical
feasibility studies are conducted, the exact nature of the product and the
characteristics of its potential market are defined, partners are arranged
and patents are filed. Subsidies can be useful at this stage since they allow
firms to have all such studies conducted in depth and to call in top exper-
tise — all of which entails expenses, the importance of which SMEs with
insufficient experience of innovation might well underestimate.

— The third is to share the entrepreneur’s risk: through the now quite com-
mon “advance refundable if successful” formula (e.g. ANVAR aid for inno-
vation in France, SENTER in the Netherlands). '

— The fourth is to provide incentives for modernisation and innovation by
contributing to investment costs and the costs of calling in outside partners
(consultants, TRCs, etc.).

The wide availability of subsidies, which, it is worth repeating, should be
assessed and reviewed frequently, should not be allowed to overshadow the
importance of the information initiatives already mentioned, which are intended to
change the behaviour of the SME.

Examples

The foregoing concepts can be illustrated with reference to two important
particular cases: innovation funding and technology transfer.

Innovation funding .

The following is based on an analysis by a French working group of bankers,
venture capitalists, entrepreneurs and civil servants, which met from April to July
1994, and submitted a report to the Minister for Business (Chabbal, 1995).

What type of resources?

Experience has shown that the external part of innovation funding must be
provided mostly in the form of equity: a capital increase allows an SME to cope
with the risks attached to a project, and to get through the phases during which
the project has not yet started to show a return. Moreover, even if the backer is
only looking for a limited-term investment, he will not pull out until the project has
matured sufficiently to yield him a substantial capital gain. Also, the injection of
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new capital increases the SME’s borrowing capacity and allows it to overcome
‘cashflow difficulties. There is a whole range of new financial instruments that can
 be labelled as quasi-equity, which enable the external funding to be tailored to the
SME'’s exact requirements (OECD, 1995).

This is in no way to minimise the importance of public funding, which can play
a crucial role — by providing seed money — during the design phases of a project.
But such funding will represent only a fraction of the total financing.

Origin of resources

The necessary funds have to be raised from savers who are willing to accept
a relatively long-term return on their investment — although they hope that it will be
high (“patient” investors). While investment in innovation is, as a rule, profitable
(and even more so than other kinds of investment), it is long-term and uncertain.
Short-term money, from which depositors require total liquidity and a predeter-
mined return, should not therefore be invested in innovation. The bulk of the
savings invested in innovation is collected by institutional investors — primarily
pension funds and life insurance companies. However, individual investors
(“business angels”) may also invest directly in innovation projects; they are partic-
ularly common in Anglo-Saxon countries.

Innovating SMEs

As regards the target of such investment, i.e.innovating SMEs, it is appropri-
ate to distinguish between two categories of firms: on the one hand, companies
set up on the basis of a product, service or process with a large technology
content (new technology-based firms) and, on the other hand, mature SMEs that
decide to develop an innovation. If the innovation constitutes a real breakthrough
aimed at a new market, a frequent intermediate solution is to set up a new .
company within the adult SME (internal spin-off).

The financial intermediaries

These are obviously essential, since an SME cannot have direct recourse to
pension funds (or other institutional investors).

— The intermediary with which SMEs are most familiar is their local bank
branch. However, banks normally play only a secondary role in the funding
of innovation projects (Larrera de Morel, 1987), the bank loan merely
topping up the equity injection. Furthermore, bankers are traditionally ill-
equipped to appraise projects that are essentially investments in
intangibles, the appraisal of which requires long experience of the innova-
tion process. Lastly, a bank loan is asymmetrical, since a banker does not
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have a financial stake in the success of the firm but is the first to suffer if it
fails.

— The main intermediaries are venture capital agencies, whose role consists
in investing the money of institutional investors and private savers in com-

~ panies for a fixed term. The fixed-term nature of the investment is essen-
tial, since this kind of money is meant to be reinvested in other projects.
The art of the venture capitalist therefore consists as much in knowing
when to exit a company as in selecting projects that will show a return on
‘the capital that has been entrusted to him by “patient” investors. Experi-
ence also shows that venture capitalists have an important role to play in
monitoring projects; the quality of this monitoring will be an important factor
in whether the project is an eventual success (and thus in the capital gain
made by the venture capitalist when he takes his capital out of the

company).

Interfaces

Financial markets: in the United States there is a financial market called
NASDAQ which specialises in the funding of growth companies, i.e. companies
which regularly need to increase their capital. A public share offering, provided
that it is warranted by the size, and especially the potential, of the company, is by
far the best method of financing. Of course, the functioning of this market entails
the intervention of a wide range of other intermediaries (Fassin and Lewis, 1992)
(market-makers, analysts, investment banks, brokers, etc.); the global expertise
provided by these markets will prove essential at every stage of the innovation
process, especially during the years which precede its introduction onto the finan-

cial market, when the amounts invested reach high levels. '

Local funder networks: during the initial phases of innovation, when the sums
required are still small and the firm is looking for a local funder, public and private
local funders can be useful in settmg up a network to forge relations of trust and to

facilitate interaction.

“Short-circuits’ in the system: individual investors (business angels)
“short-circuit” the system

Government measures

Among possible measures contained in the report submitted to the Minister
for Business (Chabbal, 1995), we can cite:
~ Promote patient investment. introduce policies to foster the creation of
pension funds.
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— Implement tax measures to encourage long-term saving: provide incen-
tives for firms to prefer a capital increase to borrowing.

— Provide liquidity guarantees for direct investors (business angels).

— Assist venture capital: top up funds raised from private investors with
public funds. '

— Increase the attractiveness of small investments (under FF 1 000 000) by
bearing part of the design and management costs.

— Share part of the funder’s risks by the use of guarantee funds (SOFARIS).

— Provide direct support to firms: share part of the entrepreneur’s risks by
providing aids which are repayable if the project is a success (ANVAR),
.and by injecting public seed money.

— Create interfaces: exert political pressure on the banking sector to create a
NASDAQ-type European market. Provide assistance with setting up local
networks of innovation-funders. Give SME shareholders an incentive to
increase equity in the middle of the innovation process.

In short, these measures aim to strengthen patient investment, to encourage
development capital agencies to fund innovation by SMEs, to foster the emer-
gence of local saving, to create a financial market specialised in growth compa-
nies and, by the same token, a body of experts familiar with innovation.

Technology transfer

The classic problem arises when technology transfer involves numerous
actors. The breakdown given below and the accompanying profiles follow the
same outline as the previous example (funding).

Needs

Generally, technological knowledge and competence are integrated into the
development of a product or process through a range of vectors which, as we
have already pointed out, is extremely wide (equipment, personnel mobility, joint
ventures, licences, data banks, etc.). There is always a need for adaptation to
some extent and, consequently, for a fair degree of interaction between the SME
and the supplier as well as for SME staff training.

Resources

Basic technology laboratories are the reservoirs of knowledge and compe-
tence to be transferred, but these must be available (i.e. research policy will have
to have channelled research towards the appropriate disciplines) and accessible
(i.e. the intermediaries responsible for transfer must be in close contact with the
laboratories).
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SMEs

In the present economic climate, we can safely say that technology transfer is
something that all SMEs need or will need. However, given the wide disparity in
the level of their technological expertise and the specific nature of their needs, a
highly diversified supply and great flexibility are required. The action to be taken
and the actors needed will vary widely depending on whether or not the SME has
~ a research team.

Intermediaries

Intermediaries, always useful, are indispensable if the SME does not have a
research team. We have already discussed the role of TICs (Technology and
Innovation Counsellors) in first generation transfer. Technology brokers and appli-
cations development companies can step in to establish co-operation between
patent-holders and firms which wish to exploit a patent. The numerous high-tech
firms which are springing up as technology diversifies supply equipment, special-
ised machinery, software, testing services, etc. Sectoral technical centres cater to
modernisation and quality needs.

One formula which is particularly suited to the needs of SMEs is the Technol-
ogy Resource Centre (TRC) and we will describe it in more detail here (Chabbal
et al., 1994a and 1994b, Chapter 6). A TRC is a team of engineers and technical
staff, usually small (five to fifteen people), working full time for firms — on innova-
tion projects or supplying short-term services (analyses, testing, rapid prototyping,
troubleshooting, etc.) — and always to guaranteed deadlines and performance
standards. They do not conduct research themselves, but have close links with
one or more of the laboratories which generate the knowledge that the centres will
transfer. Centres of this type exist in Germany (Steinbeis Centres, some
Fraunhofer Centre teams), England (the Wolfson Centres in some universities, for
example), France (CRITTs, CRTs of institutions like the CEA and the CNRS).
More of these centres are needed since the role and priorities of conventional
laboratories make it extremely difficult for them to release any research staff to
work on SME projects which, rather than aiming at developing new knowledge,
are geared to product or process development and are far downstream of
. research initiatives.

When the technology to be transferred is equipment-embodied (instrumenta-
tion, software, materials) the demonstration function assumes greater impor-
tance. It has expanded over the last few years because SMEs, which are transfer
centres’ main clients, are more wary of new technologies than are large firms.
When they want to modernise or are looking for technological solutions that can
be easily integrated into an innovation project, they want to see that they actually
work before they buy. After initial contact is made at an exhibition, organised visits
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to businesses which already use the new technology can give it credibility and
also alert potential users to the training and organisational requirements that it will
entail. Lastly, TRCs have given SMEs access to their equipment to familiarise
them quickly with the services that they can offer. Demonstrations of this type
have a lot to offer: firms can check whether the technology they try out is really the
answer to their problems. They also serve to establish a relationship of trust
between the TRC and the SME as the latter comes to realise that the TRC can
really offer it practical, on-going and all-round help.

Interfaces

We have already reviewed the mechanisms that can be used to develop the
necessary interfaces. Of these, Technology Advisory Centres (TACs) and net-
works of all kinds (France’s technology diffusion networks, for instance) deserve
special mention.

“Short-circuits’

Given the very different roles of laboratories and SMEs, short-circuits in the
system are rare. The exception (direct researcher involvement in an SME project)
arises when a researcher is allowed to follow through an idea that is his own
brainchild and is either temporarily assigned to the developer’s project team or
decides to set up his own company. The second alternative, the “spin-off”
formula, as it is known, seems to be the most efficient and most common (Mustar,
1993).

Government assistance

At the resources level, there is the conventional panoply of tools used for any
technology policy, i.e. forecasting and financial incentives, not forgetting indirect
measures such as standards, government procurement contracts, demonstra-
tions and other ways of stimulating the supply of embodied technology.

At the intermediaries level, there are experimentation and evaluation, training
and accreditation schemes, incentives to work with SMEs, networks: in short, all
the watchwords of the type of policy that we have been describing obviously apply
here. Here again, it is not easy to draw a line between what should properly be
government measures (wholly government-financed because intrinsically non-
profitable) and commercial initiatives which nonetheless qualify for government
subsidies, or purely commercial initiatives. The “Business Links” scheme, and
others like it, will probably remain in the first category for a long time to come,
while TRCs designed to work primarily with SMEs belong to the second.

At enterprise level, some kinds of aid to firms encourage them to adopt
technologies that government considers they need to stay competitive (automa-
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tion, quality, etc.). However, it would seem that the subsidies with the most
leverage are those which tend to increase the absorption capacity of SMEs.
Various schemes, which promote the temporary employment of people with expe-
rience in a research environment, either at technician or researcher level, have
been introduced in Europe. Examples are the CORTECHS, CIFRE and ANVAR
programmes, and the TCS (Teaching Companies Scheme).

VL. THE CASE OF LARGE COMPANIES

Although this article is primarily concerned with SMEs, it is also necessary to
consider large firms, first, because it is they that produce most R&D-based inno-
vations, and second, because both large firms and SMEs co-operate closely in
most innovation processes and are linked to one another by successive innova-
tlons in a technological trajectory.

Innovation in large companies

The innovation mechanisms in a large company (LC) are not really different
from those that have been described for SMEs. Indeed, the differences among
SMEs or among large companies can be greater than those between an LC and
an SME. :

The extreme case, from the standpoint of innovation policy, is that of the
major company which is wholly self-sufficient, i.e. a company which has its own
complete system of innovation; the various actors, objectives and tools are those
that have been described earlier, but they are located in different parts of the
company and the barriers between them can be as high as those between an
SME and its environment.

To foster innovation within the company will then require an internal innovae
tion policy that in many respects is similar to public policies for SMEs. This policy
would consist essentially in: promoting an innovation culture throughout the firm,
and particularly in fostering incremental innovations; setting up project teams to
speed up and optimise product design and the marketing of new products and
processes (Benghozi, 1990); nurturing radical innovations (if necessary by pro-
moting spin-offs, i.e. the creation of a new company by the researcher who had
the idea for a product, if its manufacture would fall outside the firm’s normal
strategy, etc.).

It would be possible to list the various facets of this internal innovation policy
— the actors, objectives and tools. Instead, to bring out the similarities, and the
differences, between that policy and public innovation policies for SMEs, we shall
adapt the hexagon in Figure 1 (Figure 4).
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Figure 4
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In the middle of the hexagon, in the place of the SME, is the project
team (Benghozi, 1990; Midler, 1994) set up by the innovation policy manager to
mobilise all the skills, both inside and outside the firm, needed for an innovation
project. -

(1) The person responsible for innovation policy in a large company is usually
the industrial director or director of strategy, less often the research director. He
seldom has the title of Director of innovation, although it would have the advan-
tage of showing the importance attached to internal innovation policy.

(2) and (3) Financial services are on one side of the hexagon, and legal
services, marketing, design, cost analysis, value analysis, etc., are on another
side. _

(4) The project team’s contact with the laboratories that are reservoirs of
technological knowledge will be effective only if there is an interface composed on
the one hand of in-house manpower within the project team (in general, research
engineers on secondment to the team) and, on the other, of engineers within the
development laboratory. The latter obviously work in symbiosis with the firm’s
laboratories (which themselves liaise where necessary with outside laboratories).
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Frequently, however, a p'roject team’s technological partner is an external
technology resource centre which is sometimes public but more often private.

(5) The new division of labour between large firms and sub-contractors leads
to a systematisation of “co-innovation”. Very often, to launch and cairy out inno-
vation projects, a firm will have large recourse to its suppliers and customers.

(6) Stimulation of demand: many large firms have a systematic policy of
promoting communication between factories and R&D teams.

To a large extent, therefore, these innovation services, which are usually
internal but may be external, play the same role vis-a-vis the project team as the
local environment plays to the SME.

Corporate research

The real value, from the economic standpoint, of research and development
can be appraised by examining its role in a large firm. It may be considered that-
international competition obliges firms to carry out R&D, but only that which is
necessary. .

— Development is, by definition, the part of R&D involving the development of

products, services and processes. It is carried out mainly within the frame-

- work of the innovation projects described above, and is an integral part of
the innovation process as defined earlier. Development expenditure is
therefore, by definition, expenditure on innovation. »

— Research, in contrast (Pavitt, 1992), is a long-term investment whose
ultimate objective is the acquisition and exploitation of leading-edge skills
that will spearhead the firm’s innovation activities. Since it is a rapidly-
evolving area, such competence can be acquired only by participating in
research. '

Research staff can be mobilised to the following tasks:

i) Obviously, to develop original knowledge that will give the firm a lead in its
strategic niches. The part of such knowledge that can be communicated
constitutes the entrance ticket to the network of researchers in the sector.

i) But also to adapt and absorb the knowledge developed world-wide that
the firm may need now and in the future. To a large extent, it is by
participating in the aforementioned networks that researchers can quickly
acquire knowledge that can really be turned to effective use (unlike the
traditional “technology watch”, which is slow and poor at filtering
knowledge). :
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iii) To validate knowledge that constitutes a “technological package”,
I.e. adapt components or sub-systems with a view to incorporating them
in future programmes (advanced engineering).

iv) To reach out to the firm’s external environment (suppliers, public sector,
customers, etc.), and tap it for the knowledge that the firm will inevitably
lack. Every innovation is multidisciplinary and no firm, no matter how big it
is, will have all the necessary skills. This is particularly true of SMEs,
which often do not have any research teams. We have all already
stressed the importance, even in these cases, of having an “outreach and
innovation function” that enables the firm to find the right partners and
derive the maximum benefit from them. _

v) To meet the needs of the company’s factories, which want solutions to
their manufacturing problems (troubleshooting, tests, etc.).

vi) To incorporate the necessary knowledge (either created or absorbed) in
innovation projects (sometimes by assigning research staff to project
teams).

All these functions fit into an industrial development strategy which, in princi-
ple, makes it possible to pinpoint the skills that should be maintained or acquired
in the long or medium term. It goes without saying that this strategy will take
account, especially in high-tech sectors, of the competencies acquired by the
company’s laboratories.

_ In short, the firm will find in its research laboratories the people possessing
the knowledge and competence which are (or will be) necessary to it in order to
- carry out its innovation projects (Pavitt, 1992).

Separate status, however, has to be given to radical innovation, i.e. the
manufacture of a product or process conceived or designed entirely by the
research laboratory (for example, a molecule or electronic component). Although
the most spectacular type of innovation, it should not overshadow the other roles
of the research laboratory, since ultimately it is they that justify the laboratory’s
existence. .

VIl. OVERVIEW OF PUBLIC POLICIES ON RESEARCH, TECHNOLOGY
AND INNOVATION
. The role of public research vis-a-vis companies

In a firm which has its own laboratories there is a direct link between innova-
tion and research. However, the link is more blurred and more difficult to establish

at a general level.
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It is first of all necessary to rectify the common misapprehension that coun-
tries can acquire the knowledge it needs solely through its own public research
efforts. The type of knowledge produced by laboratories and diffused throughout
firms is primarily a public, and thus international, good. However, some countries
take this argument too far, and draw upon the international reservoir of public
knowledge without really adding to it. Hence the recommendation formulated in
1989 by the OECD Council that all countries should carry out fundamental
research in proportion to their GDP.

If it is considered absolutely necessary to justify public research on the
grounds of competitiveness (fortunately there are others!), it is necessary to go
back to the problems of enterprises and to ask how the public research laborato-
ries located in their vicinity can be of service to them. Once again, the answer lies
in the need for people who are abreast of the latest knowledge, i.e. knowledge
that is being continually updated world-wide by research recognised by the inter-
national scientific community.

These people can be useful to firms in various ways. They can:

— help company managers to identify the skills that will be the strategic skills
of tomorrow and, from there, plan the contents of future technology
programmes;

— advance knowledge (often interdisciplinary) in strategic areas, often in
consultation with corporate laboratories, within the framework of technol-
ogy programmes;

— make their expertise available to Technology Resource Centres special-
ised in working with SMEs, or production and development centres of large
companies (testing, participation in project teams, etc.);

— set up firms that exploit directly ideas than can be patented, help to exploit
the patent through an existing firm, or they can be hired by contract
research companies or other high-tech firms.

Such people constitute a pool of expertise, which, experience shows, is not
very mobile geographically. From this standpoint, therefore, research done in a
given country or even region will be directly profitable to the firms in that country
or region (Pavitt, 1992).

In contrast, if there were no public research in the country in question, such
people would not exist and the above-mentioned functions would not be per-
formed. It is, however, necessary that the research effort be carried out in
fields where knowledge is useful to firms and that conditions of mobility and co-
operation between firms (including SMEs) are satisfactory. Such is the purpose of
the technology programmes descnbed below.
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Technology programmes: bridging the gap between research
and innovation policies

Technology programmes expanded rapidly in the 1980s, at the instigation of.
governments and businesses which wished to bring together industrialists (able to
spot future products) and researchers whose job it is to acquire the knowledge
that will make those products possible. To clarify the role of the programmes, we
will refer to a pertinent study conducted by the CSI (Centre de sociologie de
I'innovation) which identifies three different poles in publlc research-technology-
innovation initiatives (Callon et al., 1995b).

Research policy involves creating the appropriate set of laboratories and
researchers and running them as efficiently as possible. The goal is to have a
~ national scientific community that can compete and communicate with the best
laboratories in the world in any field that a country considers useful. This enables
it to keep abreast of and benefit from every development in science and technol-
ogy in these fields, anywhere in the world.

The task of research decision-makers is to strike the right balance between
disciplines, foster cross-disciplinary links and allow new disciplines to emerge.
Although they are responsible for substantial sums of money (about 1 pour cent of
GNP), they have little room for manoeuvre, given their fixed overheads such as
wage bills and laboratory maintenance. Little, if any, of their budget is spent on
anything other than public research. "

Innovation policy, which we defined earlier, consists in creating optimum
conditions for the successful marketing of new products, services and processes.
Because the innovation process is entirely up to firms, governments can only act
as facilitators; but their initiatives can exert a lot of leverage, for what, when all is
said and done, amounts to little money. The measures we have outlined all
account for rarely more than 1/1 000 of GNP (in France, some FF 4 billion). In
contrast, expenditure by firms on innovation is high — approximately 2 per cent of
GNP on the development component of industrial R&D and on other innovation
expenditure listed in the Oslo Manual (OECD, 1992b).

Midway between the two policies just mentioned, a third has sprung up
— Technology programmes policy. An innovation project has little chance of suc-
cess if it cannot be developed in as short a time as possible. This will only be
possible if the principles of the technological know-how are already established.
Of course, adapting existing knowledge and incorporating it into the new product
still requires an effort, sometimes a great deal of effort, but the essential thing is
that the basics must be available and accessible. Inevitably, therefore, research
will have been conducted at an earlier stage, if possible with the active participa-
tion of future innovators. ‘
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— The above analysis is the basis for defining technology programmes as
programmes “which encourage non homogeneous actors (scientific
research laboratories, technical research laboratories, industry), often
competing actors (two firms or two laboratories), to work together in
specific geopolitical areas (at regional, national, or European level) to
identify the strategic skills of the future, and to promote initiatives which will
enable the acquisition and development of those skills” (Callon et al.,
1995b). Moreover, “the main strength of this approach is that it makes it
possible simultaneously to determine the type of knowledge that will be
needed and the nature of future products, services and processes”.

— It also determines the contents of the programmes: most of the work in this
context falls into what is often referred to as basic technology research
(Callon et al., 1995a).

— Lastly, it points to one practical outcome of technology programmes,
i.e. the creation of the techno-economic networks which make the indis-
pensable interaction between researchers and innovators possible and
immediately effective.

Among these programmes, some are geared to the development of high-tech
products (satellites, rocket-launchers, nuclear plants, weapons, etc.). Often the
state is the customer and sets performance targets: BETA has studied the direct
and indirect implications of this scenario (Cohendet, 1995).

It is not hard to see why technology programmes have become an indispen-
sable bridge between research policy and innovation policy.

Vill.  SUMMARY AND CONCLUSION

One must never confuse research policy and innovation policy. Their objec-
tives, actors and instruments are quite different. So, what is innovation policy,
then? We should preface our answer by saying that widely differing regional and
national contexts make for innovation initiatives that can sometimes appear to be
very dissimilar. We are a far cry from the straightforward uniformity of research
policies which set the same priorities and apply the same recipes all over the
world.

What can governments do to help? They certainly cannot take the place of
firms, since only they are capable of carrying out innovation. What they can do, is
to create a climate conducive to innovation, encourage firms and ensure that the
necessary resources are delivered at the right time and to the right standards.

Some aspects of innovation policy are aimed at all firms, whether large or
small, and are concerned essentially with training competent people in areas
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where they will one day become necessary. This can be done by various means
— forecasting, pre-competitive research contracts, other aspects of technological
programmes, government contracts for advanced products, etc.

However, the bulk of innovation policy is directed at SMEs; after 15 years of
experimenting and careful consideration, we now have well-proven policy tools
with which to strike a balance between stimulating demand and organising sup-
ply, and between direct support for firms and assistance through intermediaries.

In the two examples we have given here, technology transfer and private-
sector finance for innovation, four main problems arise:

— SMEs, whatever the type, are usually not very good at getting the most out
of their environment and are not always inclined to do so.

— The resources they need for innovation are, in the last analysis, too scarce,
since the vast amounts of capital, scientific knowledge and information
which are available, in theory, are directed at targets which are perceived
to be less of a risk.

— Innovation-related consultancy services whose job it is to channel
resources in the direction of SMEs do not always have the necessary .
professional skills. '

— There is a big shortage of interfaces and interactive mechanisms.

This paper outlines the ways in which these problems have been solved.
Many countries have developed one aspect as opposed to another. Very few of
them, however, have a global view of the policy to be implemented. But the will is
there, and even the means, since the amounts that are required are relatively
modest, especially compared with the funding that research policies require.

The following aspects of innovation policy should be stressed:

— Innovation policy forges the initiatives taken in numerous areas by very
different and sometimes competing actors into a coherent whole.

~ It must be developed on a regional basis.

— It is a multifacetted, global and systemic policy which is not always properly
understood. It only needs to be made more transparent.

— Regular evaluation should permit its schemes to be periodically modified.

At the beginning of this paper, it was stated that research and innovation
policies are complementary but distinct. The objectives, actors and tools do in fact
appear to be different. There remains technology, which is, in principle, as much
the province of research as of innovation. In practice, this brings us to a third type
of policy, the “technology programme” policy outlined above, which uses very
specific tools.

Experience has shown that to develop these three policies successfully each
must be implemented in its own right and not as an adjunct to the others. This is
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how the EU Commission came to develop a major technology programme policy
to which it has devoted a great deal of effort and resources, since it was allowed
to set up and run laboratories only in exceptional circumstances. It is also how
regional authorities which had no brief either to implement research policy or to
launch major programmes instead successfully concentrated on innovation poli-
cies. The time now appears ripe to develop innovation policies simultaneously at
regional, national and European level, there being less risk that they will be
crowded out by research and technology programme policies.
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NOTES

1. The concept of innovation has gradually evolved into a concept quite distinct from that
of research. It was first introduced in 1967(Charpie, 1967) and defined in 1971(OECD,
1971) in the context of the linear model as “the first application of science and technol-
ogy in a new way, with commercial success”. Later (Aubert and Dubarle, 1978;
Freeman, 1987, OECD, 1992a), innovation was characterised as a highly interactive
process stretching right from the beginning of the design stage through to successful
market launch, with the initial idea now generally coming from market analysis rather
than from research. More precise definitions — of innovation in general, technical inno-
vation, product innovation (radical or incremental) and process innovation — are given in
the Oslo Manual, published by the OECD (OECD, 1992b). These enable us to differenti-
ate between “innovation” and “technological breakthroughs” (which are more to do with
basic technology research, although many people, unfortunately, persist in calling this
“technological innovation”) and between innovation and “technology trajectory” (which
relates to a range of new products or processes developed from a basic technology
which is constantly being refined). ’ ’

2. This knowledge — whether codified or tacit, proprietary or in the public domain — is much-
more wide-ranging than the scientific or technological advances issuing from research
(Lundvall and Johnson, 1994). Managerial, financial, commercial and legal knowledge
are equally important in innovation policy: the excellent team of financial analysts put
together for NASDAQ (Fassin and Lewis, 1992) who have built up a close knowledge of
international high-tech markets, or the expertise of Japanese patent bodies, say, are as
crucial for successful innovation as high-level research.

3. The system of actors described above is taken from the CSI's technico-economic
network model (Callon et al., 1995, p.415). A “polarised” mini-network is formed around
the SME for the duration of the project. This network is part of a much larger one,
membership of which ranges from the laboratories (sources of knowledge) to the
consumer (the market) and of which the key elements are the SME network and the
network of “interfaces”. The CSI model supplies a methodology for implementing gov-
ernment policies based on technological policies (Callon et al.,1994, p. 430); but it can
also be used by bodies responsible for implementing innovation policies, who will be
able to detect the deficiencies in the network (which can be technological or financial, or
result from lack of expertise), act selectively to remedy the deficiencies and measure
the progress made, and end the programme as soon as the network begins to function
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on its own. This method, which is both supple and workable could, for instance, serve to
guide the bodies responsible for a regional innovation system.

4. It should be recalled that the technico-economic networks method allows the priorities
of such action to be determined.
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I. INTRODUCTION

In 1993-94 we carried out a survey of innovation in all sectors of services,
using (a version of) the Community Innovation Survey questionnaire (Brouwer
and Kleinknecht, 1994). In a brief summary of our experience, we deal with three
points. First, we mention some (minor) modifications of the contents of the service
sector questionnaire; second, we give a comparison of item non response
between manufacturing and services; and third, we compare some key outcomes
for services as compared to manufacturing. We argue that the problems encoun-
tered in a survey of the service sector are quite similar to the problems which arise
in a survey of “supplier-dominated sectors” (Pavitt, 1984) in manufacturing — and
these problems can be solved, or, at least, we can live with them. Moreover, we
argue that innovation patterns in “supplier-dominated sectors” appear to be quite
similar to those in large parts of the service sector. In the Netherlands, the service
sector innovation survey has provided rich information both for policy advice and
for economic analysis, and we recommend that a similar exercise be undertaken
in other countries.

Il. MODIFICATIONS TO THE QUESTIONNAIRE AND ITEM
NON-RESPONSE

Given the importance of the service sector in the Netherlands, the Dutch
government financed in 1988 a large-scale innovation survey of all sectors of the
Dutch manufacturing and service industry which was very satisfactory. When
applying the Community Innovation Survey (CIS) in 1992, it was evident that the
service sector should be covered again. In doing so, the research team took
advantage of the experience gained from the 1988 survey. Nonetheless, we will
concentrate in this paper on the experience from the 1992 CIS survey.

When drafting a questionnaire for services, some critical choices have to be
made. In order to ensure a maximum of comparability, we wanted the service °
sector questionnaire to be, in as many points as possible, identical to the
harmonised CIS questionnaire for the manufacturing sector. On the other hand, it
was obvious that the harmonised CIS questionnaire was fine-tuned to manufac-
turing, and some (minor) modifications appeared desirable.
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One modification related to the question about innovation activities during the
last three years (1990-92). The manufacturing questionnaire asked whether the
firm was involved in the “development or introduction of technologically new or
improved products or services”. In our service sector questionnaire, we omitted
the word “technological” from this definition since service innovations do not
always need to be “technological” innovations, at least not in the narrow sense of
the word. In order to avoid an inflation of the notion of “new or improved”
services, we emphasized in a separate definition that “an innovation is character-
ised by a clear element of originality and investment in new knowledge by your
firm”. At the same time, we noted that an innovation can consist of:

— “the use of a new or improved technology (developed by yourself or by
others); or
— an original application of an existing technology.”

We also gave some examples of innovations:

“Examples of process innovations are the automatisation of your stocks
handling, systems for electronic data exchange, CAD/CAM systems, tracking
and tracing systems, or voice response systems. Examples of service inno-
vations are tele-information systems, teleshopping, 06-clients phone num-
bers or clients cards.”

Moreover, a brief note was made about what is not to be understood as an
innovation: '

“Please do not count as innovations mere routine variations of products,
services or processes such as the routine acquisition of new machinery, of
software or a change of design, decoration or colour or a change of your
organisational structure.”

Finally, in order to secure a reasonable response rate, we decided to omit
several of the less significant questions of the harmonised “core” questionnaire.
Omitted questions relate to:

— sales of technological knowledge;

— the importance of patents and other protection mechanisms;

— the importance of certain sources of information for the innovation process;
— motives and objectives behind the innovation process;
— bottlenecks of the innovation process.

This resulted in a questionnaire of about 10 pages in length, whereas the full
manufacturing questionnaire covered about 15 pages. It seems that the shorten-
ing of the questionnaire has indeed helped to ensure a reasonable response rate
in services. In general, we observe that service firms have higher rates of item
non-response than manufacturing firms (see Table 1) which might indicate that
they have more difficulties filling in the questionnaire. This would lead one to
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Table 1. Some examples of item non-response in the Dutch CIS
' Manufacturing compared to services

Per cent
ltem non-response by variable Manufacturing Services
Total sales in 1992 9.5 13.4
Export sales in 1992 ’ 9.3 13.1
Size of R&D effort (man years and/or budget) 4.6 10.2
Share of R&D related to products or services (other than
processes) 2.0 55
Sales by phase of the life cycle . 21.0 33.5
What is the average length of the life cycle of the firm’s most
important products? ' 30.7 51.2
What is the share in 1992 sales of products or services which
remained unchanged, were incrementally improved or
introduced totally new during 1990-92?
— products or services new to the firm 6.7 15.3
— among the products “new to the firm”, were there also
products “new to the industry”? :
— yes/no 4.8 9.6
— if yes, what was their share in total sales? 6.2 7.7
Did your firm during 1992 apply for national, European, US or
other patents?
—yes/no 1.2 2.6
— if yes, how many? 4.7 9.3
Total innovation expenditures in 1992 33.9 50.6
Composition of innovation expenditures 33.5 51.9
Percentage of innovation expenditures due to contracting out of
innovation activities 61.3 65.5
Investments in fixed assets related to product or service
innovation 48.6 65.2

expect that — ceteris paribus ~ the overall response rate in services should be
lower than in manufacturing. The opposite was the case: the response rate in
services (54.4 per cent) was even higher than in manufacturing (50.8 per cent).
We ascribe this mainly to the shorter questionnaire.

Generally, in terms of economic statistics, the service sector is much less
perfectly covered than manufacturing. Not only innovation but many other stan-
dard economic indicators (such as value added, productivity, etc.) are poorly (if at
all) measured in services. It is therefore not surprising that item non-response is
generally higher in services than in manufacturing. Table 1 covers some

examples.
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l. SOME KEY FINDINGS: MANUFACTURING COMPARED TO SERVICES

When thinking about the difficulties of measuring innovation and innovation-
related activities in services, some basic findings behind the “taxonomy” of
sectors developed by Pavitt (1984) may be useful. While not dealing with ser-
vices, Pavitt sub-divided manufacturing into four types of sectors:

— science-based sectors (e.g. pharmaceuticals, electronics);
— scale-intensive sectors (e.g. the automobile industry);

— specialised suppliers (e.g. components, instruments); and
— supplier-dominated sectors.

While the first three types of sectors are quite R&D-intensive, firms in the
supplier-dominated sectors tend to have only a weak R&D potential (often per-
forming only occasional R&D) and they mainly rely on the adoption and imple-
mentation of technology developed elsewhere in the economy.

It is our impression that large parts of the service sector can be described in
analogy to the supplier-dominated sectors in manufacturing. Supplier-dominated
sectors include typical traditional industries such as wood and furniture, paper
making, food and beverages, textiles, clothing and shoes, printing and publishing,
basic metals and metal goods, or construction materials. In these supplier-domi-
nated sectors, investments in new machinery and equipment, acquisition of
software and computers, and manpower training may often be more meaningful
indicators of technological innovation than the firm’s own R&D efforts. Neverthe-
less, we do observe some R&D in these sectors.

It seems that this holds for many parts of the service industry as well. Indeed,
the separation between supplier-dominated sectors in the manufacturing and
service sectors appears to be somewhat artificial. What is the basic difference
between a printing firm (a manufacturer), producing large numbers of a journal,
and a bank, processing millions of bank transfers (a service firm)?

Both have in common that they concentrate on process rather than on pro-
duct development, and the critical success factor may be the mastering by quali-
fied people of machinery, equipment and software often developed by specialised
suppliers outside their branch.

Tables 2 and 3 summarise outcomes of some key variables for manufactur-
ing and service sectors. The first four groups of sectors within manufacturing can
be characterised as supplier-dominated sectors. Their innovation performance is
often weaker than those of the other three groups of high technological opportu-
nity sectors (i.e. “science-based” sectors, “scale intensive” sectors and “special-
ised suppliers”). At least some of the figures of Tables 2 and 3 suggest that the
supplier-dominated sectors show some similarity to services. This similarity can
be seen not only from R&D intensities, but also in the composition of R&D. For
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Table 2. Percentage of firms in a sector which have certain innovation activities’

Some
R&D _ Product Firm Firm
. (intramural mno.v.a.tlon R&D . has an contracted
Sector , or activities  collaboration R&D out R&D
contracted during in 1992 department  in 1992
out) 1990-92
in 1992 -
Food and beverages 32.5 40.0 45 22.8 13.3
Textiles and leather 17.7 28.5 25 8.9 7.6
Wood and construction mat. 17.9 33.4 35 10.6 6.6
" Paper, printing and publishg. 9.1 27.9 60 4.3 2.6
Chemical, plastics ’ 40.7 61.5 54 30.9 17.1
Metals, electronics, mechanical '
engineering, etc. 27.6 40.6 39 16.2 10.8
Other industries 43.7 49.8 55 33.4 12.5
Total of manufacturing » 25.1 39.0 43 15.8 9.7
Public utility (gas, water, electricity
supplies) 37.8 37.6 97 21.6 23.9
Construction and install. 5.9 14.0 - 45 2.7 1.8
Trade » 6.7 22.2 45 3.7 2.3
Hotels, restaurants, repair 25 18.8 n.a.? 1.1 1.3
Transport and communication 3.2 16.7 66 0.6 141
Banks and insurance 5.2 31.7 51 1.6 1.7
Other commercial services 17.5 33.3 53 9.0 52
Other non-commercial services? 14.4 29.9 52 7.6 6.2
Total of services 8.1 22.3 50 4.1 2.7

1. All figures are raised to national totals.
2. Not documented because of a too limited number of observations. )
3. Figures for non-commercial services are sometimes high since they include R&D laboratories.

example, the share in total R&D of informal R&D (i.e. R&D performed in depart-
ments other than an R&D department) is relatively high in services and in the
supplier-dominated sectors in manufacturing; also the share in total R&D of R&D
contracted out tends to be much higher in services and in the supplier-dominated
sectors than in the high-technological opportunity sectors. Such findings indicate
that R&D in the former two types of sectors tends to be a side activity rather than
a core activity. It is therefore useful to have, in addition to R&D as a traditional
input measure of the innovation process, indicators of the output side of the
innovation process which may capture other (non-R&D) elements of the innova-
tion process. Given the fact that the output indicators of the CIS survey (share in
sales of innovative products) work quite well in the service sector, we can say that
we have now a much far suitable measure compared to traditional R&D figures.

146



Table 3. Innovation performance in manufacturing and service industries
_ in the Netherlands in 1992 (various indicators)’

Per cent
A Share
verage Share of R&D Share Share
. R&Q of informal contracted in sales in sales
Sector intensity .R&D3 out in of products of products
pf all in total total new new
firms? R&D R&D o the firm  to sector
“Food and beverages 1.07 32.3 11.3 37.5 5.8
Textiles and leather 0.50 42.4 10.2 49.0 8.4
Wood and construction mat. 0.54 28.8 19.1 34.0 13.1
Paper, printing and publishg. -0.67 28.8 19.1 34.1 12.8
Chemical, plastics 7.40 7.3 57 37.0 6.8
Metals, electronics, mechanical
engineering, etc. 4.93 6.0 4.0 42.0 205
Other industries 3.93 12.8 12.4 46.6 10.3
Total of manufacturing 3.33 9.2 5.7 39.8 14.7
Public utility (gas, water, electricity
supplies) ; 0.92. 9.5 36.8 20.6 4.5
Construction and instaiiation 0.16 41.5 55 52.8 4.9
Trade ' 0.56 20.2 13.1 37.3 11.5
Hotels, restaurants, repair 0.02 28.5 39.4 442 7.7
Transport and communication 0.51 51.3 10.7 37.2 . 6.3
Banks and insurance 0.24 37.6 18.2 45.8 11.2
Other commercial services 1.22 51.3 24.9 37.7 16.4
Other non-commercial services* 3.28 6.5 7.0 46.9 17.5
Total of services 0.67 36.2 18.3 40.5 12.5
1. All figures are raised to national totals. ‘
2. Man years of R&D (intramural and contracted out) as a percentage of the total personnel of all firms (including
non-R&D performers) in a sector.
3. R&D performed by departments other than an R&D department.
4. Figures for non-commercial services are sometimes high since this sector includes R&D laboratories.

V. CONCLUSION

In conclusion, if it is possible to develop a meaningful questionnaire for
“supplier-dominated sectors” in manufacturing, it should also be possible to
cover, with similar indicators, the service sector. In the Netherlands we have done
so, and, in general, the results are encouraging. While Table 1 shows that ser-
vices generally have higher rates of item non-response, the deviations are not
excessive. Questions which failed in manufacturing, failed even more strongly in
services and, for questions which worked quite well in manufacturing we observe
no excessive item non-response in services. In general, we feel that we obtained
a rich set of data from our service sector survey of innovation.
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I. INTRODUCTION

The contemporary emphasis upon the “globalisation” of the commercial and
industrial base is raising the level of awareness of standardisation issues in
national governments. The increasing complementarity and interconnectedness
of world-wide financial, trading and industrial structures highlight the increasing
importance to national economies of developing specific standards policies. In
strategic terms, however, this awareness differs in intensity, and responses to it
take many forms.

For governments, approaching the subject of standards is like approaching a
serpent — it invites a judicious mixture of determination and caution. Determination
is required because technical standards are an especially critical element in any
national strategy for information technology (IT) development and implementa-
tion. Caution is required because, in policy contexts, standardisation still ranks
among the least understood industrial phenomena.

A growing body of studies is drawing attention to the role of technical stan-
dards in mediating market relationships, facilitating international trade, and aiding
in the development of technical infrastructures. Standards have been examined in
terms of their functions in the reduction of redundant duplication in production and
distribution systems, their relationship to R&D, and their role in the transfer of
information about product characteristics between suppliers and purchasers.’ It is
clear that standardisation is a very important production and marketing tool with
many potential economic and social benefits. At the same time, however, the use
of idiosyncratic standards and certification requirements as protective devices in
national markets remains prevalent. So too does the use of proprietary standards
to “capture” a customer base — to “lock in” users to the products of specific
suppliers.

The spectacular increase in the development and use of computer and tele-
communication technologies (collectively referred to in this paper as “IT”) has
focused special attention on standards. The successful deployment of communi-
cation networks is dependent upon reasonable levels of technical interconnectiv-
ity and interoperability, although the administrative regimes surrounding these
networks are often harmonised to a much lesser extent. As there is now often a
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choice between proprietary and non-proprietary (“open”) standards, the ques- .
tions concern how the required levels of compatibility are best achieved.

Concomitant with the growth in non-proprietary IT standards has been an
increase in the scale and scope of involvement by national governments. As the
potential range of IT applications is vast, the policy issues raised intersect a
panoply of concerns — industrial efficiency, production quality, technical education
requirements, national sovereignty implications, and so forth. It is not surprising,
therefore, that in discussions about national standardisation strategies, IT is usu-
ally the sector with the highest profile. :

Incorporating standards issues into the formulation of national IT strategies,
however, is a highly complex undertaking. This paper assesses briefly the institu-
tional structure for the development of IT standards, explores some of the ratio-
nales for public sector involvement, illustrates some of the pitfalls, and suggests
some guidelines for developing an appropriate role for public sector bodies in the
standardisation process.

Il. THE INSTITUTIONAL STRUCTURE OF IT STANDARDISATION

The simplest way for a standard to become established is through common
convention. Convention usually applies in cases where the existence of a stan-
dard matters more than its content — as in defining “left” and “right”. On the other
hand, legislative, regulatory, and professional institutions may set technical stan-
dards by fiat. Another way is through common use. In this case, the ubiquitous
deployment of particular objects, systems, or processes establishes them as
“standard”. Standards may be established also by formal negotiation.

The frequent assumption is that non-negotiated, or de facto, standards are
established by user and/or producer choice from among alternatives in the mar-
ket. However, the initial range of available choices may have been limited sharply
by any number of factors, ranging from the state of development of the technology
to the prevailing conditions of its production and distribution.? indeed, the whole
question of “path dependency” — the tendency for choices to be influenced by
historical events — is highly germane to the discussion of how standards of all
types are established and deployed.3

Governments may become involved in all of the above standardisation mech-
anisms. They can codify pre-existing conventions. They can also set standards
directly and enforce them by law. Most importantly in the context of this paper,
governments can influence standardisation through several forms of intervention
in standardisation processes, and they can use standards as policy instruments in
their own right. Before these forms of intervention can be illustrated, however, it is
important to' understand what lies behind a number of significant recent changes
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in the institutional standardisation structure, and to examine these changes with
respect to the role of governments.

Voluntary standards

The 20th century has seen the rise of national, regional, and international
standards development organisations (SDO) formed for the specific purpose of
mediating between the interests of the various parties likely to be affected by the
establishment of standards. The basic characteristics of most SDOs are that:
i) they operate in hierarchical committee structures in which decisions are made
by consensus; ii) subject to certain guidelines for “balanced” representation, the
committees are made up of volunteers; iij) promulgation of the standards is.
subject to a formal process of public enquiry; and iv) the promulgated standards
are nominally implemented by industry on a “voluntary” basis.

The rubric “voluntary-consensus” is often applied to this process and to the
standards it produces. “Consensus” however, should never be confused with
“unanimity”. In SDOs, the definition of consensus is normally the lack of sus-
tained opposition. Where votes are taken, the requirement is normally for a
majority substantially greater than 50 per cent-plus-one. Voting procedures in the
International Organisation for Standardisation (ISO), for example, require a posi-
tive response of 71 per cent before a standard can be adopted.

More recently, the voluntary/consensus system has come under increasing
attack from both public and private sector interests. The “volunteer” aspect has
led many to question the efficiency of the methodology. Others have misgivings
about the “consensus” element in that the power of a participating body to
influence decisions under a consensus system is not always commensurate with
the resources it has invested in preparing the standard. The system is often
accused of being unrepresentative, and incapable of matching its production of
standards to the rapid pace of technical change which has become characteristic
of developed contemporary economies.

Governments and standards institutions

The voluntary-consensus system is the prime institutional focus of most
private sector standardisation activity. The starting place for most public policies
and strategies involving standards is an assessment of the relationship between
government and the national SDOs, followed by an assessment of the position of
national standardisation programmes as they relate to international activities.

A national SDO can have a variety of relationships with government, and only
a small minority of national SDOs have no formal relationship with the public
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sector.* Most SDOs have their operating budgets subsidised by their national
governments to some degree. Many are private organisations operating under
legislative or contractual agreements with governments. However, under the vol-
untary consensus system, even if some of the operational expenses of an SDO
are met by government, the most substantial costs — those incurred by participa-
tion in the working committees — are borne by the committee members and/or
their sponsors.® '

In the OECD countries, it is rare for the public sector to subsidise directly the
costs of private sector participation in standards commitiees.¢ However, it is now
a widespread practice for national governments to sponsor the participation of
civil servants and/or independent consultants in national and international stan-
dards committees. It is also possible for governments to initiate and support
standardisation programmes in national and international SDOs. State-owned
corporations may also interact with the process in this way.

Traditionally, governments have been involved in standards in four ways. As
already discussed, the first two are:

— direct establishment of technical regulations in laws and/or regulations;
— direct funding of voluntary consensus standards initiatives through opera-
tional subsidies and sponsorship of projects and committee delegates.

However, governments frequently become involved in two additional ways:

— referencing of industry developed standards in leg‘islation and regulation;
— referencing of industry developed standards 'in public procurement
specifications.

In laws and regulations, reference can be made to standards developed by
private industrial and professional groups. The national electrical-wiring codes of
many countries are ubiquitous examples of this practice.” At other times, how-
ever, government bodies specifically request or even commission technical speci-
fications from industry standards-making bodies.

As governments are very high-volume purchasers of a vast range of goods
and services, public procurement considerations are often of special importance
in determining the implementation success of a voluntary standard. In procure-
ment specifications, governments can refer to voluntary standards as promul-
~gated by the national SDOs. However, once these standards are deployed on a
significant scale, and supported by legislation and government bureaucracies,
they can become virtually mandatory. This can have the effect of freezing a
technology at the state of development referenced in the standard. A way to
circumvent this problem is to link the legislative or regulatory reference to
whatever the current version of the standard in question happens to be.? This
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practice allows the SDO to revise the standard as required. However, it also
assumes that the SDO has the resources or inclination to do so.

“Upstream” and “downstream” standardisation for IT

In most industrial sectors, standardisation has been viewed primarily as a
reactive process — as a consolidation of the experience gained from the imple-
mentation of a technology. In the early 1970s, Verman proposed a linear para-
digm for the evolution of standards in which, typically, the impetus to standardise
begins within individual firms, and moves eventually into the orbit of a national
SDO.? In selected instances, national standards then might become accepted
outright as international standards, or otherwise harmonised with other national
standards by an international standardisation body. Although this model is highly
mechanistic, and although it relates more to the administration of standards
development than to its execution, it remains widely reflected in the procedures,
structures, and policy statements of national and international SDOs.

In actual practice, however, it is not always the case that standards result
from an ex post consolidation exercise. In the telecommunication industry, for
example, it has long been recognised that standards and the development of the
technology and service environments go hand-in-hand.’® Standardisation pro-
grammes for computer systems now follow largely the same philosophy.'" The
process of standardisation should be perceived relative to two closely interrelated
aspects, each with the potential for “upstream” and “downstream” action.

— Relative to the technology. “Upstream” refers to a standardisation pro-
gramme undertaken during or before the actual development and imple-
mentation of the technology. “Downstream” refers to a consolidation pro-
cess based upon implementation experience.

— Relative to the standards development institutions. “Upstream” refers to
the international levels and “downstream” refers to the national and firm
levels.

_ These “upstream” and “downstream” elements can be seen very clearly in
the development of “open” technical standards for computer networks. This activ-
ity began some 30 years ago, largely in response to both public and private sector
fears that a small number of dominant US computer vendors would impose
proprietary interconnection standards upon the growing market for distributed
information processing systems. These fears were by no means confined to non- -
US interests. The prospect that computer networking would be dominated by one
or two very large companies was seen as inimical to many US interests as well.

International standardisation activity for computer networking was begun in
Technical Committee 97 (office technologies) of the International Organisation for
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Standardisation (ISO) and in committees of the International Electrotechnical
Commission (IEC). The initiative came to revolve around the Open Systems
Interconnection Reference Model (OSI), a general framework for the development
of standards for the vendor independent interconnection of IT equipment. In 1987,
ISO and |IEC established a Joint Technical Committee (JTC1) to co-ordinate OSI
development.

The telecommunication aspects of computer communications, however, are
still largely the purview of the International Telecommunication Union (ITU).
Although there are direct links and cross-references between OSI and ITU stan-
dards frameworks for digital telephony, links between the ITU and JTC1 have
remained informal, reflecting the structural separations that persist between the
telecommunication and computer industries.'?

Historically, the dominant direction of flow for technical input into international
standards projects had been from national SDOs to international SDOs. OSI
involved ISO/IEC in a major forward planning exercise and required that it estab-
lish a proactive “upstream” approach with respect to the technology. Institution-
ally, however, this “upstream” emphasis is far more complex. Although OSI
established the principle that IT standards should be initiated at the international
level and that national standardisation programmes should be essentially “down-
stream” efforts to implement international standards according to national condi-
tions, much of the technical input into OSI comes from multinational IT vendor
firms via nationally-based standards bodies. The common model in countries with
high IT capabilities is for the national SDO to maintain a committee structure,
which, to a large extent, “mirrors” that of JTC1. In this way, it is possible to
monitor the JTC1 committees closely, co-ordinate inputs, and provide a forum for
decisions about “upstream” contributions and “downstream” implementations.

OSI and the current IT standardisation structure

The production of OSI standards has increased steadily over 30 years. If
measured by the extent of their implementation, however, the net influence of
these standards is questionable. Only a tiny handful of them have found any
degree of acceptance in the market. Furthermore, many OSI standards cannot be
implemented, either because they refer to obsolescent technologies, or because
they are too “theoretical” for practical application.

On the other hand, a convincing case can be made that the OSI initiative
provided significant, timely, and perhaps decisive support for the concept of the
“open system” which has since achieved considerable currency in commercial
and policy circles. Significantly, government agencies in many countries, particu-
larly in Europe, elected early on to support the “open systems” initiative in princi-
ple, and to link it to their strategic plans for IT procurement and application. The
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“open network concept” is now commonly related to telecommunication applica-
tions, software, operating systems, electronic data interchange (EDI), and many
other areas.

Most subsequent IT standardisation programmes can be said to relate to OSI
in one way or another. There is an identifiable OSI “camp” centred in ISO,
national SDOs, governmental and inter-governmental agencies, industry consor-
tia, and OSI application consultancies. Other programmes have sprung up in
reaction to OSI — either out of concern that OSI is not developing to meet the real
needs of industry and the market, or out of interest (often proprietary) in establish-
ing alternative approaches to interconnection and interoperability.

As a result, the IT standards environment is now much larger than JTC1 and
involves a fiuid and often bewildering array of industry standards consortia.
Informed estimates have been made that the rate of growth for these consortia in
the late 1980s was about six per year!'® Consortia fall into two basic categories:

— OSI support consortia. Some of these organisations engage directly in
standards development and contribute to JTC1. The European Computer
Manufacturers Association (ECMA) was founded before 1SO TC 97 and
remains a principal contributor to JTC1, and also produces standards in its
own right.™ Other organisations — like the Corporation for Open Systems
(COS) in the US, and the Promoting Conference for OSI (POSI) in Japan -
engage in defining functional profiles, tests, and certification procedures,
as well as engaging in OSI promotional activity.’ .

— Rival and supplementary consortia. Consortia have formed around various
alternative approaches to “open systems”. MAP/TOP and TCP/IP consor-
tia are prominent examples.'® However, it is now also common for ad hoc
industry groups to form around special standardisation problems, often
related to leading edge technologies. There are also consortia concerned
primarily with operating systems — X-OPEN, and the Open Software Foun-
dation (OSF) are among the most prominent.

Much current activity in ISO and in the consortia relates to the problem of
functionality. Simple conformance to interconnection standards does not ensure
that equipment will actually interoperate to perform a task. For a number of years,
ISO has been working on International Standard Profiles (ISP) which are essen-
tially sets of selected open system standards aimed at specific information
processing functionalities.

The regionalisation phenomenon

A complication in the institutional structure of IT standardisation is the rise of
regional blocs. To date, regional relationships have been formalised primarily in
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the telecommunication area.'” However, there are also distinct, regional “open
systems” communities in the computer sector. Regionalisation became a general
standardisation concern largely in reaction to the European Union (EU) initiatives
to establish a “single European market”, and the consequent incorporation of the
European regional standardisation system into that policy structure.

Although many governments have officially embraced the concepts of “open
systems” and “open networks” in domestic policy, only the EU has formalised this
commitment in a distinct political context. However, owing to their high design and
production capabilities in IT, the United States and Japan have become the
centres of “virtual” standards regions.'® Following the recent ratification of the
North American Free Trade Agreement (NAFTA), some of the standardisation
relationships between the United States, Canada, and Mexico may become more
formal. There is also an emerging Asian presence in IT standardisation through
bodies like POSI, the Asia-Oceania Workshop (AOW), and the Asian Forum for
Standardisation of IT (ASFIT).

Inter-organisational and inter-sectoral links

Effective participation in IT standardisation now requires the monitoring of
many organisations, situated in several countries, and affiliated with at least three
regional “centres of gravity”. Through their international subsidiaries, it is now
common for major multinational IT firms to be members or observers of all of the
principal standards organisations. Moreover, reflecting the increasingly shared
technology base in computing and telecommunication, it is now common also for
computer firms to participate in telecommunication standards committees, and for
operators of telecommunication networks and their equipment suppliers to
become members of computer industry standards bodies.

There are as yet few general operational or planning connections between
these organisations other than the overlap in personnel which may occur in their
respective committees. In some specific areas, inter-organisational co-operation
is becoming more formal. Electronic Data Interchange (EDI) standards, for exam-
ple, are now co-ordinated through an Inter-Agency Working Group involving 1SO,
IEC, the International Telecommunication Union, and the UN Economic Commis-
sion for Europe. Nevertheless, this Working Group has no powers to take deci-
sions on its own — its recommendations must be ratified independently by each
participating organisation.'®

Professionalisation

The proliferation of standards and standards organisations, along with the
increasing profile of standards as business and public policy tools has led to the

157



creation of a community of professional standardisers. Most leading IT firms now
maintain standards departments, and their standardisation activities are becom-
ing increasingly co-ordinated with R&D and marketing objectives, and targeted
strategically at selected standards organisations. Likewise, standards divisions
are becoming common in government departments.

However, there are potential problems with the professionalisation of
standardisation. Standardisers can spend significant amounts of time in stan-
dards committee meetings and can develop affinities with particular committees in
individual SDOs. Individually, they can become respected figures in these SDOs
and can even initiate projects on their own. Where the standardiser’s remit is
closely integrated within the structure of his or her organisation, this influence can
be used as a strategic tool. Where integration is poor, the standardiser can
* become a virtually autonomous entity, but one who nevertheless speaks in the
name of a participating organisation.

Ill. STANDARDS POLICY

Public sector intervention in standardisation can be seen to be warranted in a
number of circumstances. The most common relate to various forms of “market
failure”. Where it is perceived that the market fails to provide sufficient information
about products to enable purchasers to make rational decisions, standardisation
is often proposed by public and/or private sector bodies as one method of com-
pensating for this failure. Specific interventions by the public sector can be
deemed appropriate in cases where industry fails to set standards, or where the
market seems likely to standardise on sub-optimal or inappropriate technologies.
All of these situations, however, are prone to subjective and often inadequate
assessments of technological and market conditions.?

Public sector intervention can be directed also at promoting efficiency and
fairness in the standardisation process. In most cases, this kind of action involves
“adjustments” either in terms of applying pressure for structural and methodologi-
cal changes, or in terms of supplying incentives in the form of financial and
political support for selected standards projects that are deemed to be in the
public interest. In other cases, it can involve facilitating the participation of under-
represented groups. Users of technology, for example, are chronically under-
represented in SDO commitiees, and a number of schemes to increase their
involvement are supported or advocated by public sector bodies in several coun-
tries. In extreme cases, public sector intervention extends to the establishment of
new standards institutions, or the restructuring of relationships between existing
ones. The most prominent example of this is the ongoing reorganisation of the
European standards system (see below).
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A theoretical case can be made for the importance of standards to the growth
of the generic technology base, and it is in this respect that the case for public
sector intervention can be seen to have some of the strongest antecedents.?' At
one level, IT is generally considered to be “generic” in that it is an “enabling”
technology which could add to the general efficiency of national economies if
applied widely to all industrial sectors. As such, much of the standards policy for
the IT industries is focused upon implementation strategies which support the
diffusion of IT products and services. Standards are sought that will reduce ties
wuth particular suppliers, and lower technology adoption and conversion costs.

In the case of developing and newly industrialising countries, standardisation
can become part of national policies respecting the acquisition of technical infor-
mation and technology transfer. Indeed, ISO actively promotes this function as a
primary rationale for the participation of less developed countries in 1SO.?* In
developed economies, reflecting the “upstream” nature of standards in many
high-technology areas like IT, some policy-makers have drawn a link between
standards and “pre-competitive” R&D — i.e. R&D aimed not at specific commer-
cial products, but at technologies that are considered “generic” to product devel-
opment. In the European case, for example, standardisation objectives are explic-
itly linked to EU-backed collaborative, pre-competitive research programmes like
ESPRIT and RACE.?® :

It is probably in these areas of mdustrlal policy, however, that the use of
standards as policy instruments is most contentious, and its results the least
predictable. SDOs take the general position that the use of voluntary/consensus
standards is an aid to industrial efficiency. Policy-makers may accept this general-
ity and opt simply to promote voluntary standards activities throughout industry.
On the other hand, they may decide to support particular standards or to target
certain industries for the application of standards. Sectors producing goods for
export, for example, could be pressured to implement internationally recognised
quality control standards. Such decisions can be supported by domestic regula-
tions and procurement policies.

Technical harmonisation is seen by the “competition” and “single market”
Directorates General (DG Il & DG 1V) of the European Commission as an instru-
ment of both industrial policy and trade policy. Common technical standards are
regarded as prime facilitators in establishing a European free trade zone. They
are seen also, however, as mechanisms for directing the R&D efforts of European
companies towards common goals in developing a distinctly “European” technol-
ogy base.?* This dual “upstream” and “downstream” stance can (and has) gener-
ated contradictory signals to EU trading partners.

Standards are important elements of trade policy, but it is here that they have |
shown their dual nature most clearly. Idiosyncratic national standards and certifi-
cation requirements continue to be used to protect domestic markets. In the late
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1970s, the General Agreement on Tariffs and Trade (GATT) identified national
standards as potential technical barriers to trade, and drafted a “Standards Code”
which established the principle of “transparency” in international standardisation.
Signatories agreed to inform the international community of additions and revi-
sions to national standards, and, where they existed, to use international stan-
dards in preference to national ones.?® GATT, however, had virtually no power to
enforce the Standards Code.

On 1 January 1995, GATT was replaced by the World Trade Organisation
(WTO), a body with formal powers to make rulings in international trade disputes.
Exactly how the terms of the GATT Standards Code will become transposed into
this new structure is not yet certain. What is certain, is that the new WTO powers
to make binding judgements on trade disputes will accentuate the importance of
international standards agreements as an element of trade strategies at national
and regional levels.2®

A basic taxonomy of intervention

It is clear that there is ample scope for public sector intervention in the
standards-making process. The question is always: Why, where, and when
should policy be directed explicitly at standards, as opposed 1o being directed at
" the situations in which standards are applied? This question may have no une-
quivocal answer, but there are some taxonomic distinctions that may be helpful on
a case-by-case basis.

Potentially, there are two broad areas that can be addressed by standards
policies:

— Production — Policies related to the use of standards in increasing indus-
trial efficiency and in supporting the development of technological
capabilities.

— Distribution — Policies related to domestic consumption and international
trade.

Within these areas, there are basically two standards policy scenarios that

pertain to IT strategies.

— Policy is used to influence or direct the standardisation process in the
expectation that standards will improve the eff|C|ency of the production and
distribution system in selected areas.

— Standards and the standardisation process are used as explicit instru-
ments of government policy in the expectation that they can set directions
for technical development and implementation, create favourable trade
conditions, and influence investment patterns.
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Dangers for standards policy

In formulating a standards policy of any description, there are some basic
dangers to avoid. The first danger involves becoming fixated on standards.
Standardisation is less likely to be a general panacea for an industrial and/or trade
problem, and more likely to be a partial solution to an individual aspect of this
problem. Standards may facilitate production and distribution, but a strong policy
on standards cannot be expected to compensate for inadequate general policy
frameworks for trade and industry.

In some instances, standards are developed by industry even where other
mechanisms may achieve the same or better ends. Thus, standards policies must
have the flexibility to take alternative mechanisms into account. Some of these
may yield the desired result in a much more straightforward and controllable way.
Product and service performance parameters, for example, might be most effec-
tively ensured by contractual instruments — warrantees, guarantees, and the like.
These can be far more detailed and specific than voluntary industry standards
and they can also give the user more secure recourse to legal remedy where the
specifications are not met.

The second danger is to assume that where industrial sectors share a tech-
nology base, there is similarity and complementarity in the standardisation
requirements of these sectors. Such common ground cannot be taken for
granted. Even though the IT and telecommunication sectors are now closely
related technologically, for example, the motives, rationales, and methodologies
employed in standards development in these sectors still reflect quite distinct
configurations of national and industrial interests. '

The third danger concerns attempts to reorganise national standards-making
methods to reflect policy goals. As with any organisational structure, there is
certainly a case to be made for streamlining procedures in standards bodies, and
the public sector can justifiably press for these adjustments. However, the con-
sensual nature of the negotiated standard must never be overlooked. A mediation
structure must take account of opposition as well as agreement. The point at
which consensus has to be coerced or subverted by externally applied pressures
is probably the point at which the use of voluntary/consensus standards in pursuit
of policy ends must be questioned.

. The fourth danger is to assume that there is an adequate degree of affinity
between the respective goals of industry standards-makers, and those of legisla-
tors and regulators. Sponsors of a standard must take into account that there is
an inevitable loss of control when the drafting of technical specifications is
referred to an SDO. The desirability of this course of action must be assessed on
a case-by-case basis, as must the scientific and technical capabilities of the
standards bodies in relation to the particular responsibilities they will be given.2”
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The probability must also be taken into account that SDO committee members
may act autonomously to some degree — there is no guarantee that the positions
put forward in committee meetings are actually congruent with those of the corpo-
rate or public interests represented.?®

Finally, there is a major problem when it comes to the evaluation of standards
policy. How can it be determined if the allocation of resources to standards has
yielded the desired results? Appropriate and reliable indicators may prove difficult
to identify.2° The costs and benefits of standards development are typically neither
visible in the operating budgets of SDOs, nor transparent in the accounts of firms
and agencies sponsoring committee delegates. It is equally difficult to evaluate
the consequences of the degree of formality present in the public/private sector
relationship in standardisation. Comparative studies often fall into the trap of
claiming that one system works better than another without first setting out how
the performance of a standardisation system is to be measured in the first place.

IV. PUBLIC SECTOR STANDARDISATION STRATEGY FOR IT

. The following is a synthesis of some of the principal approaches to establish-
ing public sector standardisation strategies for IT that have been adopted during
the past 10-15 years. The examples are not presented as models to be emulated,
but as heuristics for illustrating some of the dangers as described above, and for
determining some of the requirements for effective standardisation strategies.
Much of the focus of this section is on OSI. OS! is a particularly appropriate
initiative in this context in that; i) it was a standardisation project supported
broadly over a long period of time by governments with diverse trade and indus-
trial policy philosophies, ii) it has clear “upstream” and “downstream” implica-
tions; and iij) its significance and future is currently the subject of much
controversy.

Engagement or disengagement?

In strategic terms governments can opt officially for engagement or disen-
gagement in standards activities. Japan, for example, opts for direct engagement
and full state subsidy of the operational expenses of the Japanese Industrial
Standards Committee (JISC).%° Most development of voluntary standards in
Japan occurs under the auspices of JISC, and the organisation has direct ties to
the Ministry of International Trade and Industry (MITI).%!

The US situation, on the other hand, is an example of how difficult it can be to
draw a line between engagement and disengagement. Attempts to establish a
formal US public sector presence in the co-ordination of national and international
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standardisation activities have yet to meet with political favour. This is despite
repeated calls from government agencies and standards development bodies
alike for a more formal government presence.*® For a number of years, questions
have been raised concerning the extent to which the United States might be
disadvantaged internationally as a result of government reluctance to assist in co-
ordinating a US position on standards.3?

In practice, there is considerable input from US government agencies into the
IT standardisation process, but the various initiatives do not always seem comple-
mentary or co-ordinated in policy terms. OSl-related standards initiatives devel-
oped by or with the support of the US National Institute for Standards and Tech-
nology (NIST), for example, have been subsequently promulgated by the private
sector American National Standards Institute (ANSI) as US national standards.
NIST also contributes to the development of conformance tests related to IT
standards. Moreover, much of the research in the US OSI community has been
co-ordinated through OSINET, a government/industry research network main-
tained by NIST. On the other hand, the US Defence Department was the devel-
oper of TCP/IP, which, due to its relatively high rate of implementation, has come
to rival OSI as an approach to “open” systems.

With respect to the nature of government involvement, the standards sys-
tems of most OECD countries fall somewhere in between the poles exemplified
by the Japanese and US systems. There are two basic but by no means uncon-
nected routes which government agencies have followed in seeking to guide and
influence the standardisation process for strategic purposes — leading by exam-
ple, and initiating institutional change. In taking these paths, various degrees of
commitment have been shown to the “efficiency gain” and/or the “direction set-
ting” policy scenarios as outlined above.

Leading by example

Governments are by far the largest group of IT purchasers. Estimates
are that the annual US government IT procurement budget currently tops
© US$20 billion, and United Kingdom spending is about US$4 billion.3 Some gov-
ernment IT implementation and procurement programmes are now buttressed by
the adoption of sets of functional standards profiles. These are usually based in
principle on the international OSI framework. Such programmes are typically
centred in government departments concerned with budgets and finance,
although usually they acquire “partners” in ministries concerned with science,
technology and industry policy.% '

~ In the 1980s, for example, in both the United States and the United Kingdom,
government agencies initiated Government OSI Profile (GOSIP) programmes.
The US GOSIP was developed through the National Computer Systems Labora-
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tory (NCSL, a division of NIST), and it was promulgated as a Federal Information
Processing Standard (FIPS) by the US Department of Commerce in 1988. The
US GOSIP programme was a joint effort between NCSL and various consortia of
US IT vendors and users.

The UK GOSIP programme was initiated in 1984 by the Central Computer
and Telecommunications Agency (CCTA), the section of the Treasury Office
concerned with government IT and telecommunication procurement. The first
version was promulgated in 1988 and several revisions have followed. UK GOSIP
consists of “sets” drawn from international standards and directed at specific user
applications. The “Purchaser Set” is aimed at those wishing to implement an
open systems environment and is mostly framed in non-technical language. The
“Supplier Set” contains the technical specifications required by vendors and
manufacturers.

The main objectiveS'of GOSIP are:

— to facilitate public procurement and aid certification of conformance to
standards;

— to assure a basic levels of functionality in an interconnected multi-vendor
environment;

— to provide guidance to manufacturers in formulating future product devel-
opment strategies.®®

Although framed primarily in terms of government procurement require-
ments, UK GOSIP is also supported by the Department of Trade and Industry
(DTI) as part of its general policy objective to promote a more open market for IT
goods and services. An IT Standards Unit has been in operation in the DTI since
1982 with the aim of contributing to the development of international open
systems standards. ’

The general impact of these GOSIP programmes is difficult to judge. As yet,
- little enthusiasm for them has been shown outside government, and there has
been very little private sector penetration. In the private sector, GOSIP must vie
commercially with proprietary networking solutions, like Novell, and with estab-
lished user networks based around alternative protocol sets like TCP/IP and
MAP/TOP. Furthermore, there are signs that public sector support for OSI (the
basic protocols for GOSIP) may now be waning. In the United Kingdom, for
example, a wave of pragmatism is sweeping government IT circles. It is being
accepted that practical open systems applications are likely to be hybrids that
incorporate a mixture of proprietary and non-proprietary technical approaches.?
In the United States, moreover, the GOSIP programme has been virtually aban-
doned. NIST is actively looking for alternatives to OSI (TCP/IP being the most
prominent) to serve as the foundation standards for open systems implementation
in the US government.s8
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UK GOSIP remains particularly significant, however, in that it has evolved
into a Europe-wide programme supported by the EU. A 1987 Decision of the
Council of Europe requires that EU member States specify conformance to
agreed international IT standards for all public procurements in excess of
ECU 100 000.% In pursuit of practical implementations of this Decision, the
European Commission accepted the UK GOSIP profiles as the basis of a Euro-
pean procurement initiative — the European Procurement Handbook for Open
Systems (EPHOS).

The eventual goal of EPHOS is to harmonise European public procurement
specifications for IT. It will draw primarily upon standardised functional profiles as
developed by the European Standardisation Committee (CEN), the European
Electrotechnical Committee (CENELEC) and the European Telecommunications
Standards Institute (ETSI). It is expected that these profiles will be based
wherever possible upon international standards, particularly the International
Standardised Profiles as developed by ISO. At present, responsibility for the
development of EPHOS is being shared primarily between CCTA, the French
government budget office, and the German interior ministry.

Initiating institutional adjustment

In order to employ IT standardisation in a strategic role, public sector agen-
cies often must address the institutional structure of standardisation. Pressures
can be exerted for the revision of existing structures and methodologies, and also
for the creation of new institutions. The most visible recent examples of this kind
of initiative have occurred at the regional level in the European Union. The
mobilisation of standards as a strategic instrument of IT policy in the EU required
substantial changes in the institutional structure of standards-making and deploy-
ment. Five direct steps were taken to reorganise European IT standardisation
activities into a regional structure:

i) Official recognition — The existing European regional standards bodies —
CEN and CENELEC - were given official recognition, and it was specified
that although application of their standards was to remain voluntary, EU
member States were obliged to use European standards, where they
existed, instead of national standards.*® Similar recognition followed for
ETSI.4 '

i) Re-organisation — The 1987 Green Paper on telecommunication recom-
mended that the national telecommunication monopolies (duopoly in the
United Kingdom at that time) relinquish their control over the development
of telecommunication standards, and establish a regional body, ETSI,
which would operate as a voluntary/consensus SDO with participation
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open to all interested parties. IT standards development was to be dele-
gated to CEN/CENELEC and telecommunication standards to ETSI.

iii) Streamlining and harmonisation of practices — This was done haphaz-
ardly. European regional SDOs were required to adopt harmonised
“weighted” voting procedures.®> On the other hand, national SDOs
retained exclusive rights of representation in CEN/CENELEC, whereas
ETSI membership was opened to individual entities. Attempts were made
to streamline ETSI procedures further by contracting Project Teams to
work full-time for specified periods on technical problems related to
standardisation. No such mechanism has been adopted by
CEN/CENELEC.*® The principle of charging membership fees to partici-
pants was also adopted uniquely by ETSI.

iv) Indication of strategic directions — In addition to specifying standardisation
requirements and objectives in policy documents, the European Commis-
sion was empowered to send funded ‘“standards mandates” to the
recognised regional standards bodies. Mandates are issued according to
the “new approach” principle whereby, in effect, the Commission con-
tracts the recognised European regional SDOs to develop the technical
specifications required to support the objectives of EU Directives.** To
date, the computer and telecommunication sectors have been the single
largest beneficiaries of EU mandates.*

v) Harmonisation of testing, certification and approval mechanisms — In
order to solidify the European regional standards system, the possibility
had to be avoided that the deployment of regionally agreed standards
might be impeded by idiosyncratic national testing, certification and
approval mechanisms. The basic principles were established that:
a) products could be certified in any EU member State using the results of
a single agreed set of tests; and b) there would be “mutual recognition of
test results and approvals throughout the member States”.4¢

To support these changes, various additional bodies were set up. The Euro-
pean Commission is advised regarding IT standardisation policy by a panel of
senior officials from industry called the Senior Officials Group for Information
Technology (SOGIT). A similar group was set up for telecommunication (SOGT).
Within the CEN/CENELEC framework the European Workshop on Open Systems
(EWOS) was set up to co-ordinate the activities of the many European OS]
support consortia in their contributions to CEN/CENELEC and ISO. The European
Organisation for Testing and Certification (EOTC) was set up to provide a focus
for certification activities. '

In terms of EU policy goals, however, there have been many problems with
the European regional standards structure. Many of these were identified in a
1990 Green Paper on standardisation.#” The quantity of European standards
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produced under the new system, for example, was considered to be below the
levels required to support the economic and political goals of the “single Euro-
pean market” initiative. A lack of efficiency in the working relationship between the
national and regional bodies was also cited. None of the more radical recommen-
dations in the Green Paper were implemented. These included a proposal to set .
up a supra-European standardisation bureaucracy.

Institutional adjustments can also be made at the national level. In the
United Kingdom, for example, following many months of high-level discussions
and the commissioning of a report, the DTI and the British Standards Institution
(BSI) embarked upon an initiative to restructure IT standardisation activities in
the United Kingdom.® In 1989-90 BSI established its DISC project, a semi-
autonomous division devoted to IT standardisation.® In addition to standards
development, DISC was intended to create a forum which would serve to dissemi-
nate information about IT standards as widely as possible throughout UK industry.
The project was designed to be financed by participants through the payment of
fees. These were structured so that members could participate at a level and cost
commensurate with. their needs and the size of their operations.*®

V. A CHECKLIST FOR THE DEVELOPMENT OF A PUBLIC SECTOR
IT STANDARDISATION STRATEGY

The above discussion has illustrated that there are many ambiguities, uncer-
tainties and pitfalls inherent in the appropriation of voluntary technical standards
for policy purposes. Nevertheless, it is also clear that standards are an integral
part of the R&D, manufacturing, marketing, and implementation processes for IT.
A public sector strategy must be the result of an assessment of the existing
structural relationships between government, industry and  the standardisation
organisations, as compared to the level of national capability in the technical
areas concerned. Such an assessment is the basis for decisions concerning the
upstream or downstream allocation of resources.

Individual decisions concerning the use of standards as instruments of a
general IT strategy should therefore be based upon three basic criteria:

i) Prior clear identification of general policy goals and priorities for the
development of the national IT infrastructure.

ii) Realistic assessments of current national technical capabilities in IT.

i) Evaluation of existing national SDO activities and the state of the relation-
ship between public and private sector standardisation activities.

Once these criteria have been met, the following factors should be taken into
account:
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— Official government disengagement is probably only an option for countries
with a high and broadly based IT design and production capability. The
United States is alone among countries in this category in maintaining a
policy of disengagement with the national voluntary industry standards
system, and even the US position is now under domestic scrutiny.5' It is
imperative for the effective development and use of standards that there
be close communication between the IT industry and the political structure.

- In developing institutional structures for IT standardisation, governments
should always differentiate between the principle of “open” voluntary stan-
dards, which now finds wide acceptance, and specific standards
frameworks which often do not. OSI programmes have consistently failed
to attract implementation commitments from the private sector. Govern-
ments played a vital role in the establishment of the open standards princi-
ple through support of OSI, but the significance of the OSI commitment
may now be historical. The emphasis of any national IT standards pro-
gramme should be upon the development and implementation of func-
tional standards profiles that promote the principle of “open systems”, and
not upon slavish commitment to particular ways of constructing these
profiles. ‘

— Although computer and telecommunication equipment is now closely
related technologically, the respective rates of technology implementation
are often not synchronous, and the commercial structures surrounding
each sector remain very different. Nevertheless, given the increasing pro-
clivity for the IT and telecommunication supplier firms to become members
of standards organisations in each sector, it is imperative that standards
activities in the two areas be considered in a co-ordinated way for policy
purposes.

— Although on the surface standards committees seem ideal fora for the
exchange of information between various IT interest groups, in practice,
they tend to be dominated by representatives of large multi-national IT
firms. The sheer number of standards bodies and committees, and the
range of complex areas they cover virtually precludes effective monitoring
of the whole process by all but the largest entities. Strategic standards
policies in countries with limited IT capabilities will have to adopt selective
monitoring approaches and participatory criteria which are linked both to
domestic implementation programmes and R&D strengths. Although it
may be difficult to separate the “upstream” and “downstream” aspects of
the process, “upstream” participation has to be focused on areas where
the backup capability exists to make and/or assess technical contributions.

— Strength of representation in the international standards arenas is still
largely dependent upon the collective R&D and market strengths of
national IT firms, and upon the existence of a well organised national
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standards system. It is important, however, that national standards sys-
tems take account of the fact that significant standards activity may origi-
nate in fora outside the mainstream SDO orbit. It is important that there be
also a national standards information capability to monitor developments in
all fora — SDOs, consortia, and proprietary ventures.

— Especially for countries in the earlier stages of developing a national policy
for the development of the IT infrastructure, it is vital to integrate all of the

“domestic IT interest groups, particularly users, into the standards develop-
ment system. There may be a “latecomer” advantage to these countries in
that their IT standards systems can be structured from an early stage to
identify and mobilise user as well as supplier requirements for standards.

— National standards policies must be designed, monitored and assessed in
terms of the increasingly regional frameworks in which they must operate.
Owing to the advanced and formal state of regional standardisation in
Europe, this is an especially important decision for countries in the wider
geographical and economic orbit of the European Community.

— The backbone of most government initiatives to use standards as strategic
tools has been procurement power. The ability to use this power effectively
is dependent upon the ability to judge whether there has been compliance
with specified standards, or, for that matter, whether compliance can even
be determined. For these reasons, government standardisation pro-
grammes are highly dependent for their success upon the parallel develop-
ment of conformance testing and certification programmes.

VI. CONCLUSION

The above discussion has illustrated that technical standards for IT are much
more than a technical matter, and that the results of public sector intervention in
this area can be very unpredictable. Nevertheless, the need to determine a better
strategic basis for assessing and addressing standards-related problems is not
unique to the public sector, and the above observations do not nullify in principle
every rationale for public sector participation and intervention.

Indeed, as the profile of IT standards becomes raised in our increasingly
interconnected world, the possible positive and negative implications of standards
and standardisation processes are becoming clearer to a much wider range of
social and economic constituencies. Frequently, these constituencies have con-
flicting interests and objectives where standards are concerned, and many of
these conflicts stretch across political boundaries. Increased awareness and con-
flict intensifies the demand for effective mediation. As a result, there is a strong.
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likelihood that the subject of standards will be imposed on public sector agendas,
irrespective of the proclivity of individual governments to be proactive in this area.

The various scenarios for public sector intervention in the IT standardisation
process are particularly prone to ambiguities concerning both motivations and
outcomes. These ambiguities can only be dispelled by a concentrated effort to
refine the criteria that are currently being used to determine an appropriate public
sector role. This will be a multifaceted and complex undertaking, as it is clear that
the issue for governments is much broader than the mere selection or non-
selection of standards as a policy instrument. Governments must have access to
more knowledge of the kinds of problems that can actually be addressed by action
on standards, and a better understanding of how standards can be best shaped
and utilised to support indigenous national IT requirements and capabilities. .

170



NOTES AND REFERENCES

For a summary of recent literature, refer to P. DAVID and S. GREENSTEIN (1990),
“The Economics of Compatibility Standards: An Introduction to Recent Research”,
Economics of Innovation and New Technology, Vol. 1, pp. 3-41. See also G. TASSEY
(1992). Technology Infrastructure and Competitive Position, Kluwer, Amsterdam, on
the role of standards in building the technology infrastructure. For an overview of the
economic issues as applied to public policy issues see OECD (1991), Information
Technology Standards: the Economic Dimension, Paris. ‘

See B. DANKBAAR and R. van TULDER (1991), “The Influence of Users in
Standardisation: The Case of MAP”, Maastricht Economic Research Institute on Inno-
vation and Technology (MERIT), Working Paper 91-013.

See P.A. DAVID (1985), “Clio and the Economics of QWERTY”, American Economic
Review, Vol. 75, No. 2, pp. 332-337; and W.B. ARTHUR (1989), “Competing Technol-
ogies, Increasing Returns, and Lock-In by Historical Events”, Economic Journal,
Vol. 99, pp. 116-131. :

ISO Member Bodies, Sixth Edition, ISO, Geneva, 1991. In 1991, only Ethiopia and the
United States reported no direct financial support from government for their respective .
recognised national standards bodies.

The countries in what used to be loosely called the “socialist bloc” had no official
private sector as such. Thus, the full costs of the working committees in their national
SDOs were met by government.

it is not unknown, however. An example is the policy in the European Union of
subsidising the expenses of “user” participants in commitiees of the European
Telecommunications Standards Institute. This is only done where the standard
concerned is being developed with EU funding.

See D.J. LECRAW (1981), Voluntary Standards as a Regulatory Device, Economic
Council of Canada Working Paper No. 23 , Economic Council of Canada, Ottawa, July.

8. Ibid.

11.

L.C. VERMAN (1973), Standardisation: A New Discipline, Archon Books, Hamden.

G. WALLENSTEIN (1990), Setting Global Telecommunications Standards: The
Stakes, the Players and the Process, Artech House, Dedham, pp. 19-20.

C. CARGILL (1989), Information Technology Standardisation: Theory, Process, and

‘Organisations, unpublished, Digital Press, pp. 32-35, 59-60.

171



12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

- 22,

There is much overlap between OSI and the Integrated Services Digital Network
(ISDN) framework developed in the ITU. One of the objectives of ISDN is, in fact, to
support OSI-based data-networking. The most widely implemented OSI standard is
“X.400” (messaging), which is also an ISDN standard.

R.M. O'CONNOR (1992), Standards, Technical Regulations and Quality Assurance ~
What Will Change? What Implications for Community S&T Policy?, European Com-
mission DG Xli, Luxembourg, October, p. 40.

Although it develops and publishes many standards which find their way directly into
the ISO system, ECMA is a private organisation with no recognition by any official
body. This is in contrast to an organisation like the Computer and Business Equipment
Manufacturers Association (CBEMA) in the United States which is also a private
organisation but is accredited as a standards developer by the American National
Standards Institute (ANSI). CBEMA sponsors the ANSI X3 committee which is the
primary OSI development forum in the United States.

in Europe, the Standards Promotion and Application Group (SPAG) fulfilled a similar
function to COS and POSI until 1994 when the organisation was disbanded due to lack
of industry support. See Communications Week International, 28 March 1994, p. 1, 39.

The Machine Automation Protocol (MAP) and the Technical and Office Protocol (TOP)
are open system protocols developed in parallel with OSI by consortia of large (origi-
nally US) corporations. The Transmission Control Protocol/Internet Protocol (TCP/IP)
was originally developed by the US Department of Defense.

R.W. HAWKINS (1992), “The Doctrine of Regiohalism: A New Dimension for Interna-
tional Standardisation in Telecommunications”, Telecommunications Policy, May/
June, pp. 339-353.

R. W. HAWKINS (1994), “Regional Technical Infrastructures: The European Position
in the Evolving Geo-Politics of Telecommunication”, European Network for Communi-
cation & Information Perspectives (ENCIP) Working Paper, Montpellier, France, July.

See the Report of the Inter-Agency Working Group for Co-ordinated ‘Open EDI
Standards Development, Geneva, IEC, 1SO, ITU, UN/ECE, August 1993.

For an exposition of the theoretical and practical implications of these phenomena, see
P.A. DAVID (1987), “Some New Standards for the Economics of Standardisation in
the Information Age”, in P. Dasgupta and P. Stoneman (eds.), Economic Policy and
Technological Performance, Cambridge University Press, Cambridge, pp. 198-239.

See G. TASSEY (1991), “The Functions of Technology Infrastructure in a Competitive

Economy”, Research Policy, Vol. 20, pp. 345-361; and (1 982), “The Role of Govern-
ment in Supporting Measurement Standards for High Technology Industries”,
Research Policy, Vol. 11, pp. 311-320.

See “Impact of Standardisation and Quality Control on the Transfer and Development
of Technology in Developing Countries, A Study by the UNCTAD Secretariat”,
UNCTAD Trade and Development Board, Geneva, 29 May 1978; and Participation in
International Standardisation — Development Manual 7, 1SO, Geneva, 1992,
pp. 11-12.

172



23.

24.

25.

26.

27.

28.

29.

30.
31.

32.

33.

ESPRIT (The European Strategic Programme for Research and Development in Infor-
mation Technology) is an EU programme directed at pre-competitive R&D in the
computer sector. RACE (Research and Development in Advanced Communications
Technologies in Europe) is'an EU programme directed at pre-competitive R&D in the
telecommunication sector.

A. BARRY (1990), “Technical Harmonisation as a Political Project”, in G. ocksley
(ed.), The Single European Market and the Information and Communlcat/on Technolo-
gies, Bellhaven, London, pp. 111-120.

GENERAL AGREEMENT ON TARIFFS AND TRADE (1980), “Agreement on Techni-
cal Barriers to Trade”, in Basic Instruments and Selected Documents, Twenty-sixth
Supplement, Protocols, Decisions, Report 1978-1979 and Thirty-fifth Session, The
Contracting Parties to the GATT, Geneva, March. For an explanation of the “Code”,
including a discussion of the special treatment it accords to developing countries under
certain special circumstances, see J. NUSBAUMER (1984), “The GATT Standards
Code in Operation”, Journal of World Trade Law, Vol. 18, No. 6, Nov./Dec.,
pp. 542-552; and R.W. MIDDLETON (1980), “The GATT Standards Code”, Journal of
World Trade Law, Vol. 14, No. 3, May/June, pp. 201-219.

See The Results of the Uruguay Round of Multilateral Trade Negotiations: The Legal
Texts, GATT, Geneva, 1994, pp. 138-162, and pp. 451-452.

For discussions of the control problems inherent in the use of voluntary standards in
regulatory contexts, see S. BREYER (1982), Regulation and its Reform, Harvard
University Press, Cambridge Ma.; and D.J. LECRAW, op. cit. A general discussion of
the use of voluntary agreements as policy instruments is found in R. Baggott (1986),
“By Voluntary Agreement: The Politics of Instrument Selection”, Public Administration,
Vol. 64, Spring, pp. 51-67. ' :

This possibility has been noted by game theorists as a problem in predicting the
outcomes of standards negotiations. See J. FARREL and G. SALONER (1988),
“Co-ordination through Committees and Markets”, Rand Journal of Economics,
Vol. 19, No. 2, Summer, p. 250.

US CONGRESS, OFFICE OF TECHNOLOGY ASSESSMENT (1992), Global
Standards: Building Blocks for the Future, TCT-512, Government Prlntlng Office,
Washington, DC, March, pp. 6-7.

ISO Member Bodies, op. cit.,, p. 40.

S.M. BESEN (1991), Telecommunications and Information Standard-Setting in Japan:

A Preliminary Survey, RAND Corp., Santa Monica.

US CONGRESS, OFFICE OF TECHNOLOGY ASSESSMENT (1990), op. cit;

D.L. PEYTON (1990), Conduct and Administration of US Participation and Leadership
in International Standardisation, Testing, and Certification in the Decade of the 1990s,

NIST, Washington, DC, March.

For one of the earlier arguments of this kind concerning IT, see D.M. CERNI (1984),

Standards in Process: Foundations and Profiles of ISDN and OSI Studies, National

Telecommunication Information Administration Report 84-170, US Department. of

Commerce, Washington, DC, December, and D.M. CERNI and E.M. GRAY (1983),

173



34.
35.

36.

37.
38.
39.

40.

41,

42.

43.

44.

45.

International Telecommunication Standards: Issues and Implications for the “80"’s — A
Summary Record of a July 1982 Workshop, National Telecommunications and Infor-
mation Administration Special Publication 83-15, US Department of Commerce,
Washington, DC, May. For a more current view, see US CONGRESS, OFFICE OF
TECHNOLOGY ASSESSMENT, op. cit.

These estimates are taken from Networking, May 1992.

See L. SALTER and R. HAWKINS (1990), The Standards Environment for Communi-
cations and Information Technologies, Vol. |, Communications Canada, Ottawa,
March. '

This description is taken from OS/ Products - 2nd Report , DTl and CCTA, London,
1988, p. 1-39.

See recent report in Communications International, August 1993, pp. 7, 9-10.
See Communications International, August 1994, p. 13.

Council Decision of 22 December 1986 on standardisation in the field of information
technology and telecommunications (87/95/EEC).

For implementation purposes, European regional standards must be transposed into
national standards by the SDOs in the member States. In selected cases, mostly
related to EU public procurement Directives, the implementation of specified European
standards is mandatory.

Grounds for the recognition of CEN and CENELEC were provided under the provi-
sions of the Council Directive (83/189/EEC) of 28 March 1983, laying down a proce-
dure for the provision of information in the field of technical standards and regulations. -
ETSI was officially recognised in 1992, in an amended annex to 83/189/EEC. See
Commission Decision of 15 July 1992 amending the lists of standards institutions
annexed to Council Directive 83/189/EEC. ’

“Weighted” voting is a procedure commonly used in the EU in response to the
situation that some EU member States are much more populous than others. As the
basic principle is “one country one vote”, assigning “weights” based upon population,
prevents EU initiatives from being controlled by a majority of Members who neverthe-
less do not represent a majority of the population. The practice is not common in
standards bodies outside of the European orbit. For an analysis of the implications of
weighted voting, see S.M. BESEN (1990), “The European Telecommunications Stan-
dards Institute: A Preliminary Analysis”, Telecommunications Policy, December,
pp. 521-530.

CEN has adopted a system whereby it can contract preliminary standardisation work
to Associated Standards Bodies (ASB). At present there are two ASBs — the European
Association of Aerospace Manufacturers (AECMA) and the Western European
EDIFACT Board.

See the Council Directive (85/C 136/01) of 7 May 1985 on a new approach to technical
harmonisation and standards.

The most recent available cumulative figures available show that show
CEN/CENELEC and ETSI received just under ECU 19 million in mandate funding by

174



46.

47,

48.

49.
50.

51.

the end of 1991. See Communication from the Cdmmission, Standardisation in the
European Economy (Follow-up to the Commission Green Paper of October 1990),
COM(91)521(final), Brussels, 16 December 1991. :

The basis for the harmonisation of conformity testing and approvals was laid down in
the “new approach” Directive (see footnote 43). The objectives were laid down
in “A Global Approach to Certification and Testing”, COM(89)209(final)-SYN 208,
Brussels, 24 July 1989, and the European certification system is currently conducted
under a Memorandum of Understanding between The European Commission, the
European Free Trade Association (EFTA), CEN, and CENELEC, dating from
25 April 1990.

COMMISSION OF THE EUROPEAN COMMUNITIES (1990), Commission  Green
Paper on the Development of European Standardisation: Action for Faster Technologi-
cal Integration in Europe, COM(90)456(final), Brussels, 8 October.

The report is J. BOGOD (1989), Information Technology Standardisation: A Report to
BSI and DTI, UK Department of Trade and Industry and the British Standards Institu-
tion, London, 9 February.

“DISC” stands for “delivery of information technology solutions to customers”.

Basic membership is open to any organisation or individual upon payment of a modest
fee. Members in the “basis” category are entitled to receive all DISC information, to
participate in the General Assembly and in any of the four Standards Policy Commit-
tees. As such, basic membership does not extend to membership of technical commit-
tees. Technical committee participation requires payment of a subscription assessed
according to the commercial turnover of the participating organisation. DISC also
operates a Business Strategy Forum which charges a flat membership fee, and sev-
eral kinds of specialised working groups which are self financed.

US CONGRESS, OFFICE OF TECHNOLOGY ASSESSMENT, op. cit.

175






THE ROLE OF USERS IN INFORMATION
TECHNOLOGY STANDARDISATION

CONTENTS

I.oIntroduction . . ... .. ... e

II.  User Classifications .......... ... . ... .. . ...
. HowUsersarelnvolved ............ ... ... . ... ... ........
IV.. Governments as Championsof Users ......................
V. Other Champions of the User. .. .. e e
VI. UsersasaNegativeForce............... ... ... .. ... .....
VII.  Future Avenues of User Involvement ... ............ PR
VIII. Conclusions and Recommendations .. ............. e

_This article was written by L.J. Rankine, President of Rankine Associates, a consulting company
specialising in international management servicées. He is former Chairman of the American National
Standards Institute, Director of Standards for IBM and the Founding Chairman of the ISO/IEC Joint
Committee on Information Technology (JTC1). He is a member of the United Kingdom Engineering

Council and is former Vice-Chairman of BIAC/ICCP.

177



I.  INTRODUCTION

The ubiquitous application of Information Technology (IT) throughout sci-
ence, industry, commerce, academe and almost every aspect of our highly com-
municative society is increasingly dependent on a hierarchy of timely, complex
and internationally-based standards.

. In view of the fact that standards are a vital element in deriving the maximum
benefits of technology, it is essential that the users of standards have a key role in
their development. If the needs of the users are not clearly stated and understood,
inevitably there will be shortcomings in the emerging standards some of which
may become serious barriers 1o economic and social progress on a wide front.

Users need to be widely involved both directly and indirectly in order to exert
a judicious influence on the process of standardisation.

v One of the most easily made and frequently heard comments about user
involvement is that is insufficient.

This report examines first what is meant by the broad term “user” and
secondly how the needs of the various kinds of users are reflected into the

standards process.

It will be seen that user participation and influence is considerable and, with
~ rare exception, beneficial. Government involvement on behalf of users can be a
two-edged sword but the needs of governments as users are important.

The international standards process is expensive and poorly understood by
government and private sector executives and this leads to a proliferation and
duplication of effort. An educational challenge exists for the standards bodies and
academe in this regard. New and existing technologies should be exploited for
dispersing standards and standards information to users.

The report' concludes with concisely stated Conclusions and Recom-
mendations. ‘

The report has been written, as far as possible, with the minimum use of the
legion of acronyms and esoteric terms that so easily confuse and ultimately bore
those who make an attempt to understand the politically and technically complex
field of information technology standardisation.
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ll. USER CLASSIFICATIONS

In the field of Information Technology (IT) the term “user” is widely used and
poorly defined. The writer of this report working on a personal computer is a user.
Electricité de France, Boeing Aircraft, Shell Oil, Royal Bank of Scotland, Air Liquid
and thousands of other companies are all users. Machines Bull, DEC, I1BM,
Philips, Olivetti, Siemens and all other manufacturers of IT equipment are also
users. PT&T’s, radio, television and publishing companies are users, as are
lawyers, doctors, dentists and insurance companies. A child learning math on a
computer is a user. Indeed it is hard to think of those in today’s society who are
not users, in one way or another, of IT equipment.

Among the many kinds of users mentioned there is wide disparity in their
interest, if any, in IT standardisation. Some could not care less what kind of
equipment they are using, far less to which standards it adheres. All they care
about is results. Some, on the other hand, are deeply interested in the architec-
ture of their equipment and its associated standards. Of the latter, many have no
desire to participate, but they are interested in what the standards community is
doing and how their interests and investments might be affected or represented.

In order to get some coherence into the term “user” for the purposes of this
report, we shall consider the following classifications:

Level 1 users

The sophisticated users who are making use of computers and computer
networks on a widespread basis throughout their own enterprises and often on an
inter-connected basis with other enterprises. The user's personnel are highly
educated in regard to the technology involved and have a key interest in driving
new developments and technological offerings by suppliers. Examples are Boe-
ing, Electricité de France, General Motors, Dow Jones, etc.

Level 2 users

The knowledgeable user who has a general familiarity with the technology
being employed and sometimes a need for special adaptations of the technology
to meet his or her requirements. Examples are the grocery industry’s role in the
development of supermarket systems, power plant control systems, security
alarm system companies.

179



Level 3 users

The large body of users who purchase or use computer systems in the
course of their occupation or domestic activities and in general have little or no
interest in the technology involved apart from considerations of safety, ease of
use and other ergonomic factors. Examples are users of bank teller machines, -
home computers, and terminal operators. ‘

Finally, there is a special category of user that has not been referred to so far,
namely, governments. Governments are not only very large users, they frequently
act also on behalf of users and this is further discussed under the heading
“Governments as champions of users”.

Ill. HOW USERS ARE INVOLVED

National standards organisations

The national standards bodies that are members of the International Organi-
sation for Standardisation (ISO) and the national committees of the International
Electrotechnic Commission (IEC) operate on a basis of representing a broad
spectrum of user interests. For example the Swedish Standards Institution
(S1S) has more than 700 technical committees and working groups. More than
6 000 experts from industry, trade, governmental authorities, research and testing
institutions, labour unions and consumer organisations participate. There are
about 7 500 Swedish standards. The annual production runs about 400-600 new
or revised standards comprising 5 000-7 000 pages. Most of the Swedish stan-
dards are based on international standards. Exclusively Swedish standardisation
work is less than 10 per cent of the total. SIS has been a long-standing and major
participant in ISO and IEC information technology standardisation.

National standards committees

Despite the perception by some that users are insufficiently involved insofar
as IT is concerned, this is not necessarily the case. For example, in the American
National Standards Institute (ANSI) X3 Committee (ANSI X3), Iess than half of the
participants are from the manufacturing community.

ANSI X3 is the key committee in the United States insofar as the IEC/ISO
Joint Technical Committee 1 (JTC1) on Information Technology is concerned.

The user participation in ANSI X3 is made up essentially of Level 1 and
Level 2 users. Aerospace, photographic, GUIDE and SHARE (see “User
organisations”), government agencies, unive_rsities, consultants, research, librar-
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ies, nuclear, power engineering, telecommunications, laboratories and other gen-
eral interest groups participate. Almost a quarter of the members of ANSI X3
come from the United States Government.

International and regional organisations

The General Assembly meetings of the International Electric Commission
(IEC) are attended by National Committees of the member nations. While stan-
dards are not developed at the General Assembly, policy decisions regarding
directions in standards are made. It is through the National Committees that user
views are reflected, therefore representation of user viewpoints is important. For
example, the United States National Committee (USNC) to the IEC at the [EC
General Assembly in Beijing, China, in October 1990, was made up of a dozen
Level 1 and Level 2 users out of a total delegation of thirty-six. The remaining two-
thirds of the delegation was made up of representatives from four information
technology manufacturers, laboratories (including the well-knéwn Underwriter's
Lab), universities, professional societies, consultants and staff members.

A similar situation exists in regard to CENEL the European counterpart of IEC
" because the National Committees from the European nations attending CENEL
are essentially the same as those attending the IEC.

In the case of the International Standards Organisation (ISO) a generally
similar situation to IEC exists. A key difference is that the ISO General Assembly
is attended by. almost one hundred countries having delegations averaging from
three to five persons. Often two members of each country’s delegation come from
that country’s national standards body which represents a broad spectrum of
national interests. The remaining members of a national delegation are usually
from industry and frequently from Level 1 and Level 2 users. The delegation
leader is most frequently from a user or government. ’

The European counterpart of 1ISO is the CEN and the member bodies com-
prising the CEN are the European member bodies of the ISO so, again, a similar
situation exists in the CEN as in the ISO in regard to user and other
representation.

At the international level, user involvement on a broad social scale is surpris-
ingly strong. For example, in 1SO Technical Commitiee 46 (ISO TC46) on “Infor-
mation and Documentation”, 28 national standards bodies are involved and liai-
son is maintained with over 40 international organisations such as the Arab
League Educational, Cultural and Scientific Organisation, the International Fed-
eral Library Associations (IFLA) and several of the United Nations Agencies such
as the UN Conference on Trade and Development (UNCTAD), the UN Economic
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Commission for Europe (UN-ECE) and the UN Scientific and Cultural Organisa-
tion (UNESCO).

ISO Technical Committee 68 (ISO TC68) on “Bankihg and Related Financial
Services” has 19 national standards bodies participating and is dominated by
banking interests mostly at User Levels 1 and 2. Close liaison is maintained with
user interests such as those represented by the Society for Worldwide Interbank
Financial Telecommunications (SWIFT) and a score of other user organisations.

“A similar picture exists in regard to IEC technical committees which maintain
close liaison with user interest groups such as the College international pour
I'étude scientifiqgue des technigques de productions mécaniques (CIRP) and Com-
puter Aided Manufacturing International Inc. (CAM/I) as well as the Comité con-
sultatif international pour la télégraphie et la téléphonie (CCITT); the latter repre-
senting both a producer and user of information technology standards working on
behalf of the PT&T’s which are among the largest of Level 1 users.

User organisations

The introduction of general purpose digital computers to the marketplace led
very quickly to the formation of user groups. For example, the IBM 704 computer
was one of the early computers used by a wide variety of engineers and scientists
from universities and industries such as aerospace, pharmaceutics, petroleum,
nuclear power generation and the military. As the users met and exchanged ideas
they found that they were, in many cases, writing similar programs and engaging
in redundant effort. This gave birth to the Society to Help Avoid Redundant Effort,
now known commonly as SHARE.

In the area of commercial applications another IBM user group called GUIDE
was also formed to be followed by user groups identified with the other computer
systems such as DEC, UNISYS, NCR etc.

The user groups have grown rapidly to a point where their annual confer-
ences are major convention events with attendance from around the world. Fur-
thermore, the user groups have gone well beyond exchanging information and
programming work. Realising that they have considerable influence and power,
they do not hesitate to point out to the manufacturers any shortcomings they see
in regard to hardware and software but also in regard to directions in standards
writing and implementation. If they feel that a manufacturer is being unnecessarily
slow in either supporting or implementing a standard they will not hesitate to voice
their opinion and, if necessary, indicate that they will go to another manufacturer
who will meet their needs. :
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Conversely, if user groups feel that the standards writing bodies are not being
sufficiently responsive or are going in the wrong directions, they will get mvolved
at the national and international levels.

In addition to user groups associated with specific equipment manufacturers,
there are also groups speaking for a wide variety of user interests independent of
any manufacturer. An example is the International Telecommunications Users
Group (INTUG) which brings together the users of telecommunications from
around the world. Generally, these are Level 1 and Level 2 users.

Recently INTUG has been concerned about what it perceives as a need for
the European Telecommunications Standards Institute (ETSI) to have broader
user participation. INTUG has voiced its concern in the following manner:

“ETSI has been successful in engaging the public network operators and
manufacturers in its technical committee activities. It has had considerable more
difficulty in involving users. There is a certain logic in saying that users are ETSI’s
most important members. They are the community ultimately paying for the ser-
vices provided by the public telecommunications networks. They are the purchas-
ers of the large corporate private telecommunications networks that are now
becoming commonplace. The users could play a significant role in the standardis-
ation process in shaping standards to meet their needs. Further, if a large body of
the user community could be involved in the preparation of European Telecom-
munications Standards, it could generate some loyalty whereby they express a
preference for services and systems to ETSI standards. However, getting users
into ETSI and fully participating in ETSI’s Technical Committees has not proved
easy. This is despite best efforts by a number of people.

There may be several explanations for this lack of user participation in stan-
dards-making activities. The most likely is that, in the past, the PTT dictated what
was available, how much it would cost and when it would be delivered. This gave
users little to decide. Therefore, not unreasonably, companies could not see a
relevance in releasing staff to take part in standards-making activities. Standardis-
ation was viewed as a PTT affair. There is another possible explanation. The
historic lack of choice meant that companies did not employ many highly qualified
staff for ordering telecommunications facilities. The few qualified staff are now so _
stretched meeting their companies’ demands that they have no time to take part
in ETSI’s activities. Either way, only a relatively few users have managed to take
part in ETSI’s technical committee work.

ETSI will need to make an effort to attract users to its technical work. It will
need to get across to the large users of telecommunications facilities that partici-
pation in standards work by their staff is likely to lead to wiser investment deci-
sions. Companies’ views will hopefully change as they realise the full extent of the
choices now opening up to them in telecommunications products and services.
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Having such a wider choice substantially increases the investment risks for users.
ETSI needs to study carefully how best to attract users. The resources for this
effort, however important, are limited as for everything else. Such an effort needs
to be focused. The best way forward is to set up an ad hoc group of qualified
members who can examine the problem and produce an action plan for the
consideration of the Technical Assembly.”

In an effort to be responsive, ETSI has been holding sessions to analyse the
reasons for the relatively low participation of users in ETSI Technical Committees
and to brainstorm ideas for improving the situation at both the national and the
international levels. '

User groups are increasingly exerting their influence on the standards pro-
cess in essentially the following ways: :

- Letting manufactures know what they expect in regard to standards direc-
tions and implementation.

— Seeking more liaison with and representation on national and international
standards writing committees.

Participating in higher level policy-making dialogues such as those taking
place in arenas such as the OECD Special Sessions on Telecommunications, and
the International Chamber of Commerce (ICC) Commission on Computing, Tele-
communications and Information Policies (CTIP).

The influence of user groups is likely to increase as their awareness of the
significance of standards to their interests increases. They exercise increasing
influence over manufacturing, policy making and government circles because of
the powerful national and international economic interests that they represent.

Standards setting by user groups

There are occasions when a specific user grouping such as the banking and
transportation industries will unilaterally initiate a significant standards-making
activity. In such cases the group may well turn to established standards bodies in
order to develop a commonly accepted standard. The coding of bank cheques
and pallet sizing in air transport are examples. However, there are occasions
when a user grouping wants a standard very rapidly and perceives the voluntary
consensus standards-makirig process as taking too long.

'One of the clearest examples was the grocery industry which saw the need
for coding grocery items so as to speed consumer checkout, maintain better
inventory control, reduce costs and avoid the inaccuracies inherent in manual
checkout methods, as well as other benefits. This initiative was launched primarily
- by the Level 1 and Level 2 users within the grocery industry and, within the United
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States, the National Retail Merchants Association (NRMA) was also involved. It
soon became apparent that some of the largest grocery chains getting together
with some of the well-known computer manufacturers and deciding on a standard
- was not going to be that easy. Complaints came immediately from consumer
protection groups who perceived the whole idea as a scheme to defraud the end
users in that the grocery stores could change prices on items between the time of
a consumer picking an item off the shelf and getting to the check-out counter.

Smaller grocery stores who could perceive the benefits of such systems, felt
that they could not afford them and claimed that they would be put out of business
by the large chain stores being able to cut costs and offer lower prices which the
small stores could not meet. Labour unions complained that store personnel
would lose their jobs and those remaining would become automatons subservient
to computers. Shoppers were alarmed by media reports that laser technology
would be used and children who might stare into a laser beam would be blinded.
There was also the general question raised of “what happens if the computers
make a mistake?” f

Another significant issue that arose very quickly was the question of anti-trust
actions. Several technologies existed to meet the grocery industry requirements,
namely, magnetic stripe reading, optical character recognition and optical bar
code reading. A few large grocery chains deciding on a specific manufacturer's
technological approach could easily lead to charges of conspiracy to exclude
other offerings from the marketplace. '

In effect, the grocery industry came very quickly up against the hard fact that
standards setting generally proceeds best on a voluntary consensus basis
wherein all interested parties have the opportunity to be heard.

At that point the grocery industry could have resorted to the established
standards bodies but, wanting to expedite the process as much as possible, it
chose a different course. This was to engage Battelle Institute in effect to referee
the whole process of deciding the standard. Battelle did this very effectively
providing the opportunity for all to be heard, the ultimate result being the laser-
read optical bar code which is now so familiar on a wide spectrum of products
purchased by consumers.

Interestingly, the many fears that were raised at the outset of the process and
had the potential to kill it have now evaporated in favour of a strong consumer
preference to shop in grocery stores that employ the systems largely due to faster
checkout and far more detailed and informative receipts.

In summary the grocery industry example is a clear case of users taking upon
-themselves control of the standards process using independent mechanisms.

Whether or not the grocery industry’s need could have been met more
expeditiously through the traditional standards-making bodies will never be
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known. Nor shall we know if greater uniformity worldwide might have been
achieved not only within the grocery industry but also with other industries such as
the retail industry some of which-opted for a magnetic stripe solution.

Manufacturers as users

Just as the shoemaker must wear shoes, the manufacturers of IT equipment
are heavily dependent on that equipment in their research, development, engi-
neering, manufacturing, distribution, sales, marketing, planning, reporting, legal
and financial activities. Furthermore, manufacturers are highly dependent on both
national and international information networks for the conduct of their business.

- All of this positions the IT manufacturers among the most experienced of
Level 1 and Level 2 users and exerts a major influence on a manufacturer’s
participation in standards-making. An illustration of this point is the case of estab-
lishing a noise level standard for office equipment. Engineering and manufactur-
ing may seek a liberal standard that permits the choice of a wide range of
technology including, for example, impact printing which is inherently noisy. Sales
and marketing may disagree strongly with this in view of a desire to expand sales
to hospitals, libraries, banks and the executive floor where silence is at a pre-
mium. Legal may intervene to demand a low noise level so as to minimise the
likelihood of lawsuits. All of this may force development to re-examine design and
decide that electro-mechanical noise can be reduced by using fewer moving parts
thus lowering costs to users or, alternatively, by using technologies such as laser
and ink-jet. :

Similarly, in regard to systems communications architecture, research and
development may wish to promote a unique approach which they feel to be
superior and not be inhibited by a standard. On the other hand, sales and market-
ing see a standard architecture as a vital way to increase the inter-connectability
of systems and so expand their markets by catering to a key user need which is
also backed by the manufacturer’'s own needs as user.

A key characteristic of investment in IT equipment by users is that they buy
solutions rather than equipment — in other words a system that will meet their
applications needs rather than specific products from a particular manufacturer.
As a result manufacturers are keenly attuned to user needs because if they do not
meet them another supplier-will and there is no profit in a product line that has
been designed to what a manufacturer wants to sell as opposed to that which
solves the customer’s problem.

In effect, what has happened is that within their own houses manufacturers
have in many ways become sub-sets of the consensus standards-making system
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in that they have to take into account a wide disparity of views that are, more often
than not, decided by user considerations.

The role of professional societies

Representatives of Level 1, Level 2 and Level 3 users participate in various
professional societies that are active in participants in information technology
standardisation. A key example of this is the Institution of Electrical and Electronic
Engineers (IEEE) a North American based institution that has a very active
membership worldwide. There are approximately 627 IEEE standards, many of
which are related directly to IT requirements. Good examples are the IEEE stan-
dards for Local Area Networks (LANs) now in widespread use. Technical eéxperts
developing such standards come from organisations that are manufacturers and
users of all kinds, as well as from academe and research and even private
individuals acting on their own behalf as engineers. IEEE members participating
in IEEE standards committees are required to act as individuals in their own right
and not as representatives of companies. While there is little doubt that in some
cases organisational rather than personal views may be expressed, the fact
remains that those are representative of Level 1, Level 2 and Level 3 users of

all kinds.

IV. GOVERNMENTS AS CHAMPIONS OF USERS

Being themselves large users of IT systems, governments can adopt the role
as spokesman for representing and protecting user interests in the standards-
making process. For example, the American Standard Code for Information
Interchange (ASCII) was strongly promoted by the US government both in
national and international committees as well as by force of government procure-
ment power when the US government issued a Presidential directive that all
equipment purchased by the US government after a specified date had to have
ASCIl capability.

While there is no doubt that government involvement advanced the accept-
ance of ASCII, there were costs and inconveniences caused. User demand for
ASCII at the time was not at the same level as government demand, the latter
being driven by the political notion that if “all computers spoke the same alphabet
(ASCII)”, users could buy their equipment from any vendor without risking incom-
patibilities. Accordingly, the government could shop for the best price regardiess
of vendor, and the government would enjoy enormous economies in procurement
costs. Unfortunately, the manufacturers were at the same time focused on the
needs of their own user communities which were based on the systems architec-
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ture of the specific manufacturer involved. With rare exception, this was not ASCI!
based.

The result was that manufacturers scrambled to provide software and hard-
ware to enable ASCII to be written in and out of their non-ASCII systems, resulting
in costs that had to be borne by the user community including the various US gov-
ernment agencies, many of whom saw more inconvenience than benefit in the
ASCII requirement that was being forced on them. Accordingly, many government
departments applied for and received waivers enabling them to buy that which
best met their specific needs regardless of the ASCH requirement.

" Concomitant with the ASCII requirement the US Government also embarked
on the notion that computer equipment should be completely interchangeable via
" a standard input-output interface (I/O interface). In this way, it was argued, users
could buy central processing units, printers, displays, tape and disk drives from
different sources at the lowest cost and have them operate as a system because
of their compatibility with the standard 1/O interface. In promoting this concept the
US Government felt that it was not only championing its own needs as a user but
was also benefiting the taxpayers through greatly reduced procurement costs.
There was also the political notion that such an interface would discourage the
emergence of any dominant supplier in government procurement.

The non-government users were for the most part disinterested in the need
for a standard I/0O interface and the computer systems manufacturers were, with
rare exception, opposed to it because each felt there was a competitive advan-
tage in their respective systems architecture that would be eroded by a standard.
Furthermore, each manufacturer had his own vision of what his next interface
should be and saw no need to share this with his competitors in a standards

committee.

The political pressure, however, was on and the US National Bureau of
Standards (NBS), now the National Institute of Science and Technology (NIST),
then introduced the concept of the “black box” standard. The “black box” would
be a standard device to which equipment from the various manufacturers could
be attached and would be in effect a “ stand alone 1/O interface.”

The “black box” concept immediately gave rise to several questions. The first
was who was going to pay for it — the user presumably? Secondly, who would be
responsible if the resultant system failed to perform satisfactorily? For example, if
A’s tape drives did not operate with B’s central processing unit who would be held
responsible — the tape drive supplier, the central processing unit manufacturer or
the maker of the “black box”? Furthermore, what would be the legal exposures in
such a situation? In an attempt to keep the “black box” alive NBS considered
being the referee but finally abandoned the concept.
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However, the political pressure for a standard 1/O interface was still on and, in
a desperate move to find an answer and ensure continued federal funding of its
activities, the NBS finally ruled that the IBM 360 interface would be the standard
I/O interface for US Government procurement purposes. IBM voted against this
proposal because it foresaw the ultimate obsolescence of its own interface and
considered it unwise for the US Government to impose upon its own agencies a
requirement that could deny them the ability to purchase the most advanced
technology — a view shared by many of the agencies. The non-IBM manufacturers
were, for obvious reasons, outraged by the NBS decision and several joined.
together in a legal suit against the government in an attempt to block it. This was
not successful but the concept finally died of its own weight.

Nonetheless, the US Government continues to play a strong role in IT
standardisation through NIST and the various US Government agencies such as
the Department of Defense, the State Department, the Department of Commerce,
etc. As of the writing of this report, NIST participates strongly in the ANSI X3
committee and chairs the US Technical Advisory Group (TAG) which is responsi-
ble for and chairs the US delegation to the ISO/IEC Joint Technical Committee
(JTC1) on information technology. Thus far, NIST has not championed the cause
- of user participation and has supported rules that would require the JTC1 Chair-
man to come from “a larger company”, thus excluding the small independent

user.

Finally, in looking at governments as champions of the user, the more recent
case of Open Systems Interconnection (OSI) is an interesting one. In the late
1970s the information technology standards community came under considerable
pressure from governments for the development of international standards for
open systems interconnection. The objective of this drive by governments was to
enable users in any part of the world to interconnect their computer systems
regardless of their manufacture.

The objective was worthwhile and the effort timely. Insofar as the computer
manufacturers were concerned they also understood that over the long range the
market for computing equipment would be greatly expanded by interconnection
capability worldwide or, as it came to be known, the “interoperability” of systems.

Accordingly, in 1977, the Technical Committee 97 (TC 97) of the International
Standards Organisation (1SO), which dealt with IT standardisation at that time,
initiated work on the OSI 7-Layer Reference Model. So began what is probably
the most complex and difficult standardisation effort ever undertaken. It required
dozens of committees involving hundreds of highly experienced technical experts,
many with differing views.

At this point a digression is in order to explain what happened next. Let us
suppose that we wish ISO to standardise which side of the street the world’s
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traffic should utilise. The involved standards committees in the Americas and
most of Europe will clearly elect for the right-hand side of the street. However, this
will not be supported by the United Kingdom and many of the countries in the
Orient and the Far East, Japan, China and Australia being examples. This then
means reaching consensus on a worldwide basis in such a fashion that neither
interest bloc is more or less damaged than the other. The answer has to be that
the 1SO standard should call for us to drive down the centre of the street. How-
ever, when the ISO standard is issued on such a basis, we can expect that those
who drive on the right will seek an option to the standard whereby they can
continue to do so.

Similarly, those countries who drive on the left will seek a reciprocal option
that will permit continuance of their preference for the left.

Before the reader dismisses this example as totally frivolous, it should be
realised that it is exactly what happened in OSI standardisation. Given the com-
plexities of the computer systems, communications facilities and applications
involved, the OSI standardisation effort became rich in options from which
choices had to be made in order to ensure true “inter-operability” worldwide. This
situation in turn spawned a plethora of nationally- and regionally-based organisa-
tions around the world to decide which options should be selected. These
organisations were frequently fiercely competitive with each other and they con-
sumed an enormous amount of time and talent directed more at competitive
survival than at achieving truly international standards.

Meanwhile, as all of these standardisation, political and competitive efforts
were going on, so also was the real world. Innovative manufacturers, seeing the
valid user need for interconnection and inter-operability of systems, were quietly
producing and marketing proprietary solutions that for the most part rendered the
OSI standardisation effort irrelevant. Indeed, privately, governmental personnel
are prone to acknowledge that “OSI is dead”.

The lesson to be learned here is that powerful governmental pressures on
behalf of users caused the expenditure of huge resources which failed to deliver
what a few market driven and |nnovat|ve suppliers managed to do on behalf of
the user.

V. OTHER CHAMPIONS OF THE USER
The media
The field of information technology is highly populated with publications deal-

ing with user needs and requirements. For the most part these are weekly, bi-
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weekly or monthly publications. As this report is being written there is on the
writer's desk a current copy of the popular newsweekly Computerworld which
carries on its front page three headline articles dealing with standards with special
emphasis on the user point of view. Also at hand is the current issue of PC
Magazine in which there is an article on the likely successors to the weli estab-
lished Disk Operating System (DOS) standard. Again this article is written strongly
from the viewpoint of user needs and reactions to the various offerings available
and being considered.

There is no doubt that the media exerts a considerable influence on the
standards-making process through its readership which comprises both users
and suppliers. There is no manufacturer who welcomes an article that positions
his products as incompatible with existing standards or his representatives in
standards committees as taking positions that are incompatible with user needs.

A key question in regard to media influence on the standards process is how
accurately do some of articles being written reflect user needs versus the per-
sonal views and prejudices of the author. For this reason articles that are report
facts rather than opinions are generally more useful as input to the standards
process.

Consumer groups

In general, consumer groups have not involved themselves substantially in IT
standardisation. A possible exception is the consumer groups’ protests against
the grocery industry’s implementation of supermarket systems employing the bar-
code standard as described earlier. These protests were not, however, so much
against adoption of the standard as they were against the systems implementing
the standard.

For the most pan, IT standardisation is a technically complex subject doing
little to attract consumer group interest unless possibly someone decides to take
exception to a standard specifying metric in a non-metric country or, vice-versa
and much more likely, non-metric in a metric country. Similarly some group might
take exception to the International Standards Organisation (ISO) issuing a stan-
dard that states that the preferred method of writing the date is year-month-day,
and the national habit is, for example, the US one of month-day-year.

In regard to the example just given, it should be noted that the ISO does have
a consumer council COPOLCO that does provide for consumer concerns at the
highest ISO levels. :
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VI. USERS AS A NEGATIVE FORCE

It is generally assumed that user involvement in the process of standardisa-
tion is always beneficial and experience shows that indeed it is. Cases where
users or user groups have hindered rather than helped the process are rare.
Those that have arisen are almost always due to a certain user or user group
wanting to maintain the status quo and viewing any change as being undesirable
be it an entirely new standards direction or a revision of an existing standard.
Some years ago the members of a standards committee working on one of the
major programming language standards found themselves threatened by legal
action by a large Level 1 user. The reason was that the user had made a major
investment in an earlier version of the programming language standard and did
not want to see it made obsolete. This concern is not uncommon. For example,
the writer of this report has his information processing needs met by a modestly
fast processor operating under the well-known operating system DOS. Accord-
ingly, he has little incentive, if any, to support any change to a new standard which
could diminish the value of the investment he has made in both hardware and
software. Accordingly, if he were on a standards committee dealing with operating
systems, he might well vote against a standard for a newer and more powerful
operating system urgently needed by other kinds of users. Certainly he would be
representing a user interest, but to the detriment of other user interests.

VIl. FUTURE AVENUES OF USER INVOLVEMENT

New technologies benefit users

~ Technologies now available to users can greatly enhance their awareness of
and participation in the standardisation process.

An example is the emergence of CD-ROM technology. On disks the same
.size as the “compact disks” which are now familiar to music lovers it is possible to
record thousands of standards which can be readily accessed in seconds by
users via a personal computer equipped with a relatively inexpensive CD-ROM
Drive Unit. For example, the Worldwide Standards Service on CD-ROM supplied
by Information Handling Services Inc., enables the writer of this report to track
standards from standards writing organisations around the world without leaving
his office. This saves time and travel costs and provides current information as
the disks are updated regularly. Obviously, the existence of such services will
enable users to be much better informed as to what is happening in the standards
world that can affect their interests. Furthermore, the standards writing organisa-
tions are increasingly adopting CD-ROM as a means of providing readily accessi-
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ble information on standards throughout their development, writing and
publication.

: One very useful aspect of CD-ROM services is the ability to search for

standards on a “key word” basis. For example, if one were looking for any
standards activity that deals with token ring local area networks going on in the
International Standards Organisation (ISO) or German national committees, then
‘1ISO, Token, LAN, DIN, ring’ would all become key words to be entered into the
computer so that in a few seconds it could list all standards work that fits the
category specified by the key words. This can narrow searches down from days to
seconds if done on CD-ROM instead of manually.

Viil.  CONCLUSIONS AND RECOMMENDATIONS

Conclusions

i) Users exert considerable lnﬂuence over Informatlon Technology
standards.

ii} User needs are represented by direct participation in standards commit-
tees and also via user groups, the media and manufacturer's under-
standing of user needs.

iii) Government understanding and representatlon of user needs can often
be distorted by political objectives as well as by the abuse of government
procurement powers.

iv) The larger and sophisticated users (Level 1 and Level 2) have greater
influence over standards than the smaller less sophisticated users
(Level 3). -

v) User participation is a vital and constructive element of developing truly
useful information technology standards.

vi) Negative participation by users, user groups and consumer groups, etc.
to combat and delay standards development and revisions has been
infrequent and has stemmed, in some cases, from lack of understanding
of the standards process.

vii) The IT standards process is increasingly complex, difficult to understand
and subject to a proliferation of organisations, all of which is costly to
users and all other participants.

viii) The emergence in 1994 of the Standards Project Automation (SPA)
system of the Institution of Electrical and Electronics Engineers (IEEE)
ushers in a whole new era of user involvement in participating on-line in
standards proposals, drafting, balloting, publishing and accessing. SPA

193



can g’reatly reduce costs to users in participating in standardisation and
in strengthening the user’s voice.

Recommendations

i) With rare exception, such as to acquire unique expertise, user participa-
tion in Information Technology standards development does not need to
be specially funded by governments.

i) Standards education at managerial and executive levels in both the
private and public sectors is needed to ensure higher quality participa-
tion in the standards process and reduce the proliferation of duplicate
organisations and efforts. Universities and business schools have a
major void to fill in this regard.

iii) The role of governments, government departments and agencies in the
IT standardisation process should be to reflect their needs as users
rather than to attempt to speak for the needs of non-governmental users.

iv) Governments should refrain from using their procurement powers in
order to achieve political and other objectives through IT standardisation.

v) Computer networking and CD-ROM technologies should be exploited
to make standards information more readily available to users and to
facilitate user input. Users should participate in the IEEE SPA system
(para. 8, p. 25).

vi) Standards organisations at national, regional and international levels
need to continue their efforts to avoid overlap and duplication of efforts,
as the International Electrotechnic Commission (IEC) and the Interna-
tional Standards Organisation (ISO) have done by combining their
efforts in the creation of their Joint Technical Commitiee in Information
Technology (JTC1).

vii) The standards organisations at national, regional and international levels
need to educate the management and executive levels of the user com-
munity (both governmental and non-governmental) as to their existence
and the value of their services in meeting user needs expeditiously.
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. INTRODUCTION

Throughout the world governments are expressing anxiety about missing the
information technology revolution. A new technology exists, and is thought to
represent enormous potential for economic growth and increases in productivity.
Needless to say, governments are worried about being left behind as others find
ways of tapping this potential. Concern is expressed in two different ways. One is
through policies that encourage the supply and use of information technology
throughout the economy. The second is what is referred to here as the
informatisation of government. By this we mean that governments themselves are
adopting and using information technology in their own operations, intending to
make government operations more efficient. There is a link between these two
responses, as information technology has several properties such that govern-
ment adoption and use can encourage and facilitate use in the private sector.

Governments differ from most other economic agents in two kinds of ways.
The first, and most obvious, has to do with its goals. In principle, the purpose of
government actions is to raise social welfare. Government activities are aimed at
providing services that citizens want or need but that are not provided in other
ways, and at the same time preventing actions thought to be “not in the public
good”. This feature distinguishes government from most other agents in obvious
ways. A second type of difference has to do with the scope of government
operations. National and even provincial governments are much larger, both in
terms of the number of employees, and in terms of the size of their budgets, than
are the vast majority of firms. National governments also have the feature of being
geographically extensive. While most firms operate in local markets (although
some of course are national and international), government operations, by defini-
tion, encompass an entire country. Furthermore, governments interact with virtu-
ally every agent in the country. Every citizen uses some government services,
and in one way or another, every citizen is taxed. Again, the same is not true of
firms, the vast majority of which interact with only a small number of other agents
in the economy.! ' ’

: The goal referred to above, namely raising social welfare, is, of course,

ambitious, often difficult to achieve, and, indeed, considered by some to be folly.
The properties of government enumerated in the second list, though, indicate an
opportunity for achieving this goal. The fact that government is large and geo-
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graphically extensive gives it the power to make significant changes in the way an
economy works. These changes can be good or bad, but opportunity does exist to
move the economy forward, from one type of equilibrium to another. The concern
in this paper can be expressed as a question: “Given the size and scope of
government operations, how does the adoption of information technology by the
government interact with its broad goal of raising social welfare?”. Before
addressing this question directly, we must turn attention to the relation of informa-
tion technology and welfare.

[l. INFORMATION TECHNOLOGY AND ECONOMIC GROWTH

While information technology is thought to hold considerable promise for
economic progress, it is progress of a sort that is relatively unusual. Many innova-
tions provide economic growth through creating a new niche or industry and
expanding within that industry. Typically, while not to be scoffed at, this does not
provide massive increases in income. This analysis applies also to information
technology. The IT sector in Canada accounted for only 4 per cent of GNP in 1992
and 4 per cent of job creation between 1987 and 1990.2 The expected boost to
growth arising from the information technology revolution will not come from the IT
sector itself then, but rather from the integration and use of IT in other sectors.
This is sometimes referred-to as “enablement” or “the enabling effect”. Enable-
ment is seen to act on five levels.3

Enablement

Adoption of information technology by a firm, or incorporation of IT into a
firm’s operation can do one, or more, of five things. At the most basic level, it can
reduce costs of current operations — either by reducing the inputs needed to
produce a given level of output, or by permitting more output to be produced with
the same amounts of input. The next level of enablement is quality improvement
of existing products. Here quality refers not only to the characteristics of the
product, but also the service that goes with it, for example the time it takes to
process and deliver an order. The third level of enablement involves invention of
new, IT-dependent products, examples of which range from numerically-con-
trolled machine tools to the compact disk player. The fourth and fifth levels refer
not to products but to organisations: adoption of IT will improve strategic manage-
ment through its ability to process information quickly, and allow firms to respond
more effectively to changing markets. And finally, widespread diffusion of IT
encourages the emergence of new concepts and paradigms.
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It seems clear that as we progress from reducing costs by automating current
processes through to the development and deployment of new concepts and
paradigms, the innovations implied become more radical. It is also to be hoped
that they become more effective in raising productivity and fostering economic
growth. Indeed one explanation of the so-called productivity paradox is that, so
far, IT has largely been employed to “do what we were doing before only faster”.
The real gains will appear when we are able to change actual practices (for
example, by shifting to just-in-time production). The key is in managing informa-
tion — moving more of it, more efficiently and in different ways.

The argument here is that the relatively small size of the information tech-
nology sector should not be deceiving. The main effects of IT will not be felt in the
IT sector itself; its promise lies in its ability to transform products and production
processes throughout the economy. But the full effects of IT will only be felt as we
move from the replacement of current operations with IT-based technology, to the
re-organisation of products and processes to take advantage of new abilities in
information production, storage and communication. Thus the goal of government
should be to facilitate “enabling” adoption of IT, and to encourage enablement at
higher levels. Information technology has both users and suppliers, and govern-
ment attention can be focused on either group. What the enablement-effect
argument suggests is that with regard to this dichotomy, government should focus
attention on the users, since it is through use that the enablement will occur. This
is a dangerous strategy, though, due to the interaction of users and suppliers in
this technology. This point will be emphasised below, and | will argue that suppli-
ers are also very important in realising the economic potential of information

technology.

Successful adoption of IT®

The enabling function of information technology takes place only if IT-based
technologies are adopted by producing firms throughout the economy. It is there-
fore important to understand the situation of firms that adopt IT. Obviously, a firm
~ will not adopt information technology if it sees no gain in doing so. A firm must
perceive a potential cost saving, or increase in productivity or quality of service, or
a new product line before it will consider any investment. That being said, the
most salient feature of IT, and the IT adoption process, is that for many firms it is
an unfamiliar technology. This lies at the heart of many of the features common to
successful adoptions of information technology.

For most firms, information technology is new and unfamiliar. [T represents a
new production technology, and one that has different sorts of properties from
older technologies. It operates on information rather than material objects; it
operates under increasing returns; and it operates most effectively when individ-
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ual artefacts are used not in isolation, but in concert with each other. These
properties are unusual in the experience of most firms, and mark a radical depar-
ture in the way that technology can be most effectively employed. What this
implies is that most firms lack experience with the technology and, consequently,
prospective users do not have an internal centre of expertise on which they can
draw. There are four ways in which this affects a firm’s ability to adopt

successfully.

Difficulty in evaluation

One implication of a firm’s unfamiliarity with information technology is that, for '
small and medium-sized firms especially, it will find it difficult to justify investing.
Firms simply do not know how to calculate the costs and benefits of the invest-
ment. Managers of successful implementations often describe the need for “a
leap of faith” because they cannot see a way to do a “hard” cost-benefit analysis
of the investment, in order to go ahead. indeed, Marc Gerstein includes “demand-
ing hard-nosed criteria for evaluation of IT proposals™ in his list of “nine rules for

failure”.8 .

Outside expertise

A second implication of the novelty of the technology is that firms rely heavily
on outside expertise. Clearly, if internal expertise is lacking, decisions about both
design and implementation are all taken in consultation with outside experts, often
a representative of the vendor of the technology. Supplier competence is vital, but
equally important is the user’s faith in that competence. Unless a firm is willing to
put the decisions in the hands of outsiders, which will only happen if the firm trusts
the competence and motives of the “experts”, it will be impossible for it to move
forward with the investment. Both of these factors — outside competence and the
relationship with the supplier or consultant — are often cited as crucial factors in

the IT adoption process.

Internal motivation

In its study of successful information technology implementations, ISTC
found that in small and medium-sized firms there was one member of the firm
who championed the investment, and was willing to push it through. This is not
surprising given the condition of general ignorance about the technologies and
investments in question. In any operation in which none of the participants
(excluding the vendors) are confident that they can see the way the operation
should and eventually will work, including not being able to see clearly its benefits,
the path of least resistance is to put off decisions, and ultimately, the entire
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investment. In this situation, someone willing to push the project through has been
central to successful adoptions.

Flexibility

It is the opinion of many managers of IT investments that flexibility was very
important. They were referring to flexibility in the implementation of the invest-
ment. This follows from the way in which IT is thought to be of value. One of the
major benefits of IT is thought to be its ability to introduce flexibility into production
processes. Firms who use IT to its fullest potential will be able to introduce a
considerable amount of customisation into their production processes in order to
meet the demands of individual clients. This implies, in turn, a certain amount of
customisation in the IT-based technology itself. Every firm will want to do some-
thing slightly different with the technology it is employing. Investments, then,
become more complex than simple investments in old-fashioned machinery. The
installation process will include “tweaking” the technology to suit the firm’s partic-
ular requirements. This will, of course, introduce delays into the installation pro-
cess, as problems arise with the tweaking. Hence the need for flexibility in the
implementation plan. In general firms find this need troublesome.

Social and cultural attitudes

The final aspect of successful innovation that needs to be emphasised does
not necessarily stem from the novelty of the technology. It is the need for a
willingness within the organisation to accept and encourage change.” Reluctance
to accept the kinds of changes in organisation structure necessary to implement
IT-based innovations can quickly kill an opportunity for progress. Because the full
impact of information technology often occurs only with significant organisational
changes, many people within an organisation feel threatened by the implied re-
structuring and re-training. This can be a significant problem. External to the
organisation, of course, is the general atmosphere in the society and economy.
Cultural habits and regulatory regimes can also impede these sorts of changes.

From this discussion, it appears that three things are crucial to successful
implementation of an [T-based investment. Internal to the firm is the will to
proceed in spite of the uncertainty involved. This usually comes in the form of one
person who champions the project, and a general acceptance that change is a
good thing. Also internal to the firm is some flexibility in the implementation
process. A rigid timetable is almost certain to be broken. Finally, external to the
firm, is a source of expertise. Without trustworthy, competent outside experts,
most firms will be unable to employ information technology in a meaningful way.
Any. of these can appear as bottlenecks to the successful transformation of an
economy to the new information paradigm. Policy-makers are intensely interested
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in ways of overcoming these bottlenecks. The informatisation of government is
one tool, or perhaps one opportunity to do so.

. THE ROLE OF GOVERNMENT

The informatisation of government has the primary goal of improving effi-
ciency in government operations. It can also be used, though, as a tool to promote
the informatisation of other sectors. This, in its least intrusive form, will come as a
side effect of the procurement involved in introducing IT into government opera-
tions. The issue, then, is how to manage this procurement in such a way as to
receive the most benefit in the second sense, without impeding the desired
efficiency gains within government operations themselves. What should be the
“IT-enhancement” goals of procurement? What can procurement do to facilitate
IT adoption in other sectors? Before turning to the issues raised above, we
discuss three general answers to these questions. All of these answers are
related in one way or another to the concerns discussed in the previous section.

There are three short answers: Procurement can increase the incentive to
adopt IT in other sectors; it can lower the costs of adopting in other sectors; and it
can lower the perceived risks of adopting.

Increasing incentives

Investments are undertaken by firms in an attempt to improve profits. In this,
information technology is no different from any other technology. As the potential
to increase the profits of a firm through information technology increases, so does
the incentive to adopt it. Government procurement of information technology can
increase the profitability of similar investment by the private sector. When govern-
ment services, such as customs or tax operations, are computerised, if this is
done using a relatively open system, four types of effects can be seen.

Government efficiency

First, we can expect IT to improve the efficiency of those government depart-
ments through increased speed and accuracy in their operations. This effect can
operate at all levels of enablement, ranging from cost reductions in current opera-
tions to the development and implementation of new services and management

practices.
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Private efficiency

Second, adoption of an open system by tax or customs operations permits
electronic connections between firms and government. If the customs service is
able to process information electronically, importers and exporters will have the
incentive 1o file information electronically, as that will reduce the amount of time
they spend producing forms, and speed up government processing of their infor-
mation. (It will also reduce their expenditures on moving the forms from their -
offices to those of Customs and Excise.)

Beach-head effect

The third effect might be called a knock-on or beach-head effect. Some
government IT programmes are designed to facilitate communication between
public and private sectors. In order to take advantage of this facility, firms must
adopt certain information technologies. Adoption (or adaptation) to take advan-
tage of, for example, electronic tax returns, can reduce the costs of using IT for
other tasks, simply through spreading the fixed costs of the investment. In addi-
tion, the value to a firm of electronic tax returns increases if income tax prepara-
tion is integrated with general accounting, and perhaps further with things like
inventory control or, more generally, a centralised financial system.

Further, because of the government’s ability to set de facto data interchange
standards, its adoption of IT can have the effect of dramatically reducing the costs
(or increasing expected benefits) to firms adopting some form of electronic data
interchange. An important, and still largely untapped, potential of IT is to facilitate
closer links between firms and their suppliers (or demanders).8 This ability, when
used, can transform the way enterprises interact, and create new organisational
structures. Faster communication of more, and different, information has the
potential to reduce costs and improve the quality of output.

When revenue or customs departments are informatised, firms have an
incentive to create closer links to those departments. If many firms do so, this will
facilitate closer private links; the cause lies in standards. One of the main obsta-
cles to creating stronger electronic links between firms is the lack of standardisa-
tion in information technologies.® But if two firms adopt government standards in
order to, say, file tax returns, then they can use the same technologies and the
same communications standards to transmit information between themseives

as well.

New IT services

The final way that governments increase incentives to adopt IT is through the
provision of new, |T-based services. The Department of Justice in Canada has
recently implemented the Online Access to Regulations and Standards system
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(OARS). This is an online database which allows members of the legal commu-
nity, and other interested individuals, to search for regulations and statues. A
similar technology has been developed by the US military for keeping track of
technology standards. Relative to old techniques, these services are easier and
faster to use, and, through facilities like cross-referencing, are more intelligent
providers of information. Taking advantage of these services can generate some
of the beach-head effects discussed above. In particular, it can change the way a
firm thinks about IT. Many firms employ simple forms of information technology
such as word processing, and see IT in that mode. The provision of a totally new
service involving information retrieval may have the effect of causing firms to see
IT not as a better type-writer or calculator, but rather as a technology capable of
transforming the firm’s use of information.

Lowering costs

Government procurement lowers costs because of increasing returns. Most
information technologies operate under increasing returns to scale. They typically
have both high fixed costs, arising either from large R&D expenditure or capital
intensive production technology, and low variable costs. Government procure-
ment, especially if it is large, increases the scale of production of the product
being procured, and thereby lowers the average cost of production.

A more important source of cost reduction lies in dynamic increasing returns.
These stem largely from learning.'® Learning about the properties of a new tech-
nology takes place over many years as it is adopted and used. Clearly, the more
extensively a technology is used, the faster learning accumulates. This learning is
about three things: what properties the technology possesses; what we would like
to do with the technology; and how to increase its efficiency both in use and
installation. The latter two types of learning are extremely important since initial
versions of products and services are usually very different from the mature
versions. As users use a technology, their experiences with it provide information
that suppliers can use to change the design in order to make it more valuable to
future users; computer networks around the world contain reams of information
generated by users about the properties and problems of computer software. The
process by which this happens is referred to as learning-by-using.'" Thus, as a
technology is adopted by more and more users, it evolves to satisfy their needs
more efficiently, and becomes more valuable to users with similar needs.

Procurement also provides experience for vendors. As vendors gain experi-
ence customising systems, they build a stock of knowledge and a stock of “mod-
ules of functionality”, both of which can be used in future installations. This
learning on the part of vendors will clearly lower costs for future adopters.
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Both of these type of learning — about design and about installation and
customisation — point to the importance of user/supplier relationships. In order to
use information technology effectively, users need to evaluate products and sys-
tems; adopt systems that meet their needs; develop user specifications; and be
involved in the conception and development of new products. Design will not
improve and customisation will not become more straightforward if users have no
way of passing their experience on to vendors. This indicates an unexpected
importance for the local supply industry. If the local industry is simply re-selling
foreign technologies, its ability to improve the design in response to local users’
experience is severely restricted.”® If the technology is designed and produced
domestically, this is not the case. Just how important this consideration is
depends on the nature of the technology and on how idiosyncratic are the needs
of the local market. If the tasks performed by the technology are universally
standardised, then the need for local customisation and design alterations will be
minimal. If the technology is inherently flexible, and can meet the needs of
heterogeneous users, then imported technology with high-quality local re-sellers
will fulfil local needs. But if every installation is unique, then local skills become
crucial.

A final way that procurement can lower costs is through infrastructure, both
physical and human. Often, the technologies used to communicate between
government offices demands high quality physical infrastructure, in particular, the
telecommunications system. Upgrading the system to facilitate government activi-
ties obviously increases the possibility of private use of it. Human capital is also
important though. In a survey of firms in the United Kingdom, Northcott and
Walling found that one of the most important bottlenecks in IT adoption lay in the
lack of skilled manpower.'* Human capital, in terms of knowledge and skills, was
discussed above, but a second important aspect of it exists in terms of attitudes,
namely in the willingness to accept new information technologies. A general fear
that is often expressed is the possible loss of privacy that IT implies. This brings to
the fore the importance of data protection legislation as governments increase
their information processing abilities. The existence of such legislation removes
any similar problems that might be faced by the private sector.

Lowering risks

For private firms, investment risks arise from two sources: risks inherent in
the technology itself; and risks from a lack of information on the part of the
investor. Learning about the technology, as discussed in the previous section, can
sometimes lower the risks inherent to the technology. Other than through that
channel, there is little that procurement will do to reduce this type of risk. The
same is not true of risks caused by lack of information. :
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As most firms are reliant on outside experts, including vendors, for informa-
tion on the new technologies, the increase in the quality of information provided
by vendors, as their experience increases, as discussed above, can be a positive
effect of large procurements. But some government actions can also reduce the
need for information. These are actions involving standards.

Lack of information is often cited as a difficulty in the decision to adopt and
‘implement information technologies. Investors are unsure that a technology has
value for them, and even if they believe that to be the case, they are unsure which
vendor offers the best choice. The far-sighted investor knows that the more
common is the system he adopts, the better will be its future developments. If an
investor adopts common hardware, there will be a wide selection of software
available currently, and future development will be actively supported by software
vendors who are able to exploit a large market. Thus in technology adoption
processes where technologies have needs for peripheral goods or which exhibit
strong learning effects, there is a tendency for bandwagons to form. Adopters
maximise benefits and lower risks by joining the largest bandwagon.

Somewhat more far-sighted investors realise that the future of information
technology lies in connecting different firms, especially suppliers, distributors and
final vendors. This is not yet a wide-spread phenomenon, but it is one that many
people foresee. But, if this enters into decisions about current technology adop-
tions, a difficult problem arises. Interconnecting with other firms is relatively easy if
the firms have compatible technologies. It is extremely difficult if they do not. Thus
part of the investment decision involves predicting which standard one’s suppliers
and demanders will adopt for information storage and transmission.

In either of the considerations, government procurement can play a dramatic
role. This is due simply to its size and extent. In adopting information technolo-
gies, the government, too, is faced with the same problem — which standard to
adopt for information storage and transmission. This decision can have the effect
of tipping a market towards one standard or another. No matter which standard
- the government adopts, because of its size, it will always provide a large market
for future products that conform to that standard. Similarly, because of its scope,
government adoption will tend to make firms and individuals throughout the econ-
‘omy lean towards the same standard because of the ease with which they will be
able to communicate with government offices.

The issue of standards is pervasive in information technology, and is impor-
tant enough that we will return to it later for a more detailed treatment. Before
doing so, however, we turn to more specific issues in procurement, and how
procurement can facilitate or encourage adoption in other sectors. In doing so, we
refer to the characteristics of successful adoptions discussed above.
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IV. MAIN POLICY INITIATIVES

Spillovers from procurement

Because of the size of government operations, procurement can have sev-
eral effects on the rest of the economy. In particular, government procurement
can influence the rate of adoption of new technologies. Three avenues for effects
are open: there is a demonstration effect; an effect through information and
training; and an effect through government acting as a source of demand for local
industry. All of these effects are contingent, though, on the government being a
progressive, innovative first user of technology. If the government is not progres-
sive and innovative, or even if it is not perceived as such, it will be difficult for .
innovations made by government to have positive effects on the propensity of the
private sector to innovate.

Demonstration

When an economic agent performs some action that is perceived to be to its
benefit, other agents who operate in a similar way will try to emulate that action.
This effect can operate at different levels of generality, and several levels exist in
government adoption of information technology.

First, an adoption of information technology is simply an example of IT in
action. If the adoption is successful, and is seen as being part of the same family
of technologies as other forms of IT, it can provide a boost to the general view of
the value of IT. At this level of generality, the demonstration effect is likely not to
be identifiable. This is because of the difficulty in maintaining the integrity of the
class of information technologies. Some technologies that are vastly different from
each other are both considered information technologies, and so the successful
adoption by government of word-processors is unlikely to have a large impact on
the adoption of numerically controlled machine tools. There may be some effect
of raising the profile of “the new, modern technologies”.

A more important effect is a more specific one. There are many activities
common to both public and private sectors: word processing; accounting; data
storage and retrieval, to name only one class. Here the demonstration effect is
immediate. If a government agency successfully automates one of these func-
tions, this demonstrates first that it is possible, and second, if the adoption is
successful, that automation implies a cost saving or quality improvement. In this
case, the demonstration may be technology-specific, such as in the adoption of a
particular piece of software, or it may be slightly more general, if the adoption is
easily seen as part of a larger class of innovations, namely software that will
automate a particular type of function rather than a specific task (financial analysis
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rather than book-keeping, or data retrieval rather than a personnel database).
This would contribute to the beach-head effect referred to above. In either case,
successful adoption by a government agency will demonstrate that there is a use
for this technology, and that its benefits exceed its costs.

The demonstration effect may have its most profound impact on the ability of
a potential adopter to justify an investment. The difficulty in justification stems
largely from potential adopters not knowing how to evaluate the costs and bene-
fits of the adoption. The existence of successful adoption of the same or similar
technologies can yield important information about how costs and benefits mani-
fest themselves, and therefore how they should be evaluated. For competitive
reasons, private firms are likely not to want to reveal this information, so this
operation falls to the government. Actual cost-benefit analyses of actual projects
contain both information about costs and benefits and, more importantly, informa-
tion about how to estimate, before the implementation, what those costs and
benefits will be. If firms have access to this sort of information their ability to
perform analyses of their own projects will be much improved.

How important the demonstration effect will be depends on two things. The
first is the degree of openness of the government. Clearly if technology adoptions
are kept secret, or are not publicised, there will be no demonstration effect.
Demonstrations only work if people know about them. Secondly, whether the
demonstration effect will be positive depends on there being a certain amount of
respect for the government. In many countries in the Western world, government
actions are viewed with considerable scepticism. One can sense a feeling that
actions taken by the government are not viewed as something to emulate.
Indeed, in its extreme form, the view is that if the government is doing something,
then it is bound to be a bad thing to do. Clearly, if this is the sort of atmosphere in
which the government operates, the scope for a beneficial demonstration effect is
severely restricted. '

Information and training

New technologies share the feature that, as they are used, information about
them is generated, and this information can be used to improve their perform-
ance. In this situation every adoption has three effects: it provides a benefit to the
adopter; it provides information about how to improve the performance of the
technology; and it provides information about the properties of this technology
relative to other competing technologies. In terms of spillovers from government
procurement, the second two effects can be very important.

Improvements in the performance of technologies come from two sources:
improvements in operation (including installation); and improvements in design.
The former is called learning-by-doing, the latter learning-by-using. Knowledge
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gained through learning-by-doing is non-transferrable to a large extent. It is tacit
knowledge about how operations work, and how they are made more efficient.
Thus unless this learning is somehow made public and transferable, it is likely to
have little spillover effects. ’

There is a type of learning-by-doing though which will be of value, namely
that acquired by vendors. Though the knowledge may be tacit, and vested in the
vendors, it can be applied in installations for any future users. For all but the most
straightforward adoptions of off-the-shelf technology, installation of a technology
involves customising it to the particular uses to which a firm will put it. This
operation ranges from simply setting parameters in a relatively fixed technology to
effectively designing a custom system using only the basic framework of existing
principles. As installations become more like the latter, the ability to predict what
should be done and how long it will take deteriorates rapidly. This accounts for the
importance of flexibility in the installation plan. As vendors gain experience in
installing systems, their ability to predict what will be needed, and how long the
installation will take will improve. Furthermore, the time it takes to do the installa-
tion will decrease. This is a well-documented feature of new technologies.

As discussed above, learning-by-using refers to the feedback between users
and suppliers of technology. Designs change and improve as users communicate
their experiences to suppliers. This can be a very important effect if the technol-
ogy is used extensively and there is active communication between users and
suppliers. This information can have a large impact on profitability of future adop-
tions. Again, an active supply sector can be very important in actualising the
potential benefits that lie in the information generated by early users.

Source of demand

When a technology is new, either to the world, or only to a single country, the
firms developing it can face an obstacle that looks like a vicious circle. Early in the
life of a technology, little learning has taken place, so costs are high. This limits
demand. Lowering costs involves experience in using and producing the technol-
ogy. But if there is little or no demand, this experience is impossible to obtain.
Thus the technology cannot be developed, and local industry will be unable to
enter that market. This is, in essence, the infant industry argument.

Government procurement, often through the defence sector, is a very com-
mon major source of demand for new innovations. In the early 1960s, the United
States defence establishment provided 100 per cent of the demand for the new
integrated circuit technology.”™ Similarly, the United Kingdom has a domestic
supply of the composite materials made from carbon and boron fibre, largely
because in the early stages of its development, Courtauld Plc. had a stable
source of demand in the military. Courtaulds “found demand from defence
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projects to have been invaluable in getting under way.”*® More generally, Dalpé
and DeBresson found that, of about 2 000 innovations produced in Canada
between 1945 and 1978, the public sector was first user (sometimes jointly with
the private sector industries) of 25 per cent.’” Of innovations in communications
equipment, and electrical industrial equipment governments were first users of
40 and 33 per cent respectively. This gives government a large influence on
innovation in these sectors, and indicates its importance as a source of early
demand. The influence is of positive value, though, only if the government is a
sophisticated user, and is able to foster continued innovation in the industries
from which it is procuring.'®

Government procurement can and has been extremely valuable in assisting.
local industry to overcome the early, high-cost and high risk phases of technologi-
cal development. Cases where this has been most successful exist where the
government priority has been the services that some technology can provide,
rather than the support of an industry. There is an inherent difficulty when the
priorities are reversed. To develop an industry or technology successfully, the
demanders of the service must have a vested interest in the quality of the services
provided with the technology. Only in this case will the feedback from user to
supplier be of high enough quality that technological development will be both
rapid and appropriate. Clearly, this interest will be strongest and most effective
when the government cares about the services rather than the industry.

The importance of interest in the technology points to a critical property of
early intervention. .Early entrants on either side of the market can have a large
weight in determining the future trajectory of technological development. This is
particularly the case if the entrants are large. Size can be defined in various ways,
but the principle is that the actor has the ability, either deliberately or not, to force
many other actors to follow in his footsteps. Two examples make the point. The
early history of nuclear power reactors in the United States was dominated by the
Navy. It had peculiar needs, and so developed a particular technology. The Navy
was willing to spend considerable sums to speed this development, so the light
water technology was developed much more quickly than others. So much so in
fact, that its developers, General Electric and Westinghouse, were able to capture
the market for civilian power stations using the same technology, even though it
" may not be the best suited to civilian needs.'

The second example is more current. In the late 1970s General Motors saw a
need to integrate its many IT-based devices, (such a numerically controlled
machine tools, robots and so on). These devices were obtained from many
different vendors and were not inherently compatible so GM was forced to design
expensive, customised interfaces between incompatible machines. To create a
world in which these devices could all communicate, regardless of their vendors
and without the need for gateway technologies, GM began to design the Manufac-
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turing Automation Protocol (MAP) in 1980. Because of its size, General Motors
was able to recruit many of its suppliers into MAP development. MAP has evolved
considerably since 1980 and some doubt its eventual success but, because it was
. the originator of the system, and because of its size, General Motors was able to
direct the early development of the system to ensure it had the features that were
most important to GM.2°

Early and/or large adopters have the ability to make a significant impact on
the future technological trajectory. They can form the core around which later or
smaller users cluster as they wish to ensure compatibility with the common
technology. They can also simply push one technological variety along through
their willingness to support development of the properties they wish to see in it.
This ability brings with it a risk of pushing the technology the wrong way, as is
thought to have happened in the case of nuclear power technology.?' | return to
this issue below, in the discussion of standards.

Government procurement as a source of early demand, then, can be very
beneficial to the development of local industry. Probably the most important
aspect is its contribution to local expertise. The only way a vendor can gain
expertise is through experience supplying and installing technology. Similarly, and
as important, the only way a vendor can generate trust in prospective clients is
through having demonstrable experience in successful applications.

There are two issues which need to be resolved if this discussion is to be
used to focus policy. The first pertains to the “level of supplier”. Local expertise is
“needed, but expertise in what? Certainly in installation and set-up of information
technologies. Whether expertise in the development and production of informa-
tion technologies is necessary is a more difficult question. The answer depends
very much on the technology in question, and the degree to which each applica-
tion of it represents a separate development. If a technology is such that adopting
it involves little or no customisation, then the technology can be thought of as
stable, and off-the-shelf. Local expertise in its production and development is not
necessary to have effective installation. On the other hand, if a technology
requires significant tinkering in order to make it meet the requirements of individ-
ual users, then every installation can be seen as a separate product development.
In this case, local expertise at a deep level will provide far more effective use of
the technology than will simply the existence of re-sellers of foreign technology.

The second issue concerns “local”’. So far in this discussion “local” has
referred to geographical locality, and the need to have experts residing in the
country. Often, though, “local” is used to refer to ownership, and there is concern
that locally-owned firms prosper. This is an issue that raises considerable conten-
tion, and one that | do not propose to resolve. Ownership and prosperity of locally-
owned firms may matter for many different reasons. Strictly within the context of
this discussion, though, the crucial thing is not ownership per se, but rather the
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presence of human capital that facilitates appropriate adoptions and adaptations
of information technology. From this point of view, the importance of ownership
lies in the relative propensity of foreign versus domestic firms to generate this

human capital.?? ' : ‘

Procurement and successful private adoption

| close this section by returning explicitly, but briefly, to the interaction
between government procurement and the properties of successful IT adoption
discussed above. Government procurement can have beneficial effects on infor-
“mation technology adoption in the private sector, but an understanding of how the
benefits flow from one place to the other allows policy-makers to facilitate

that flow.

Difficulty of evaluation

Private investors have difficulty evaluating potential adoptions largely due to
ignorance about the technologies, and ignorance about how to evaluate them.
* Government ‘adoptions of IT can alleviate both of these problems simply by
publishing information about the adoptions, and their costs and benefits. This
information can be synthesised and used to create techniques for evaluating
similar investments. Any adoption will yield information about hidden costs and
hidden benefits. Information about both of these is extremely valuable to anyone
trying to evaluate similar projects.

A second way of easing evaluation is through the promotion of standards.
The existence of a standard removes much of the risk involved. It does not tell a
firm whether there are benefits from a technology, but it does tell a firm that
adopting a particular variant will not lead to being stranded on a technological
orphan in the future. This ensures future ability to communicate with other users
" of the technology, both about the technology and with the technology, if it is of the
network type.

There is a final way of increasing the ability to evaluate investments. This is
through increasing the general awareness of, and familiarity with, information
technology. This is done simply through the education system. It is an indirect
approach, and one that has a long gestation period, but one that is probably
necessary if the economy is not to be polarised between those who are
“IT-literate” and those who are not. This issue is a concern in many countries,
particularly those with geographical disparities. Some educational districts have
good access to curricula that involve and take advantage of information technol- -
ogy, and some do not. Students educated in the former will find employment in
high productivity, IT-using jobs, and students educated in the latter will not. This,
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of Course, feeds any geographical disparities and contributes to a two-tier employ-
ment structure, in which employment growth occurs in high-skilled and unskilled
labour, but employment in semi-skilled occupations declines.?

Outside expertise

The lack of IT-experts in any country is alleviated only by experience. Poten-
tial experts become actual experts by taking part in many installations and opera-
tions of information technology. A certain amount of expertise can be gained
through the experience of others, but only if their experience is published. This
sort of information serves two purposes: first, to help local vendors learn about
systems; but second, also to allow local users to learn about vendors and their
experience in previous work. Again, training and education, while a long-term
strategy, will increase the level of general competence, and so reduce the total
reliance on outside experts that has been a noted feature of many IT adoptions.

Internal motivation

The role of a champion within the user firm, so common among the firms
studied in the ISTC repont, is elusive. No one knows how to produce entrepre-
neurs. The only feasible hope for government influence in this area is to reduce
the need for them. They would not be needed, of course, if detailed, hard, cost-
benefit analyses were possible for information technologies. They would also not
be needed if there were a general familiarity with (and trust of) information tech-
nology. Both of these suggestions are discussed above.

Flexibility

Flexibility in the adoption and installation process was considered vital in
successful innovation. This need arises from the inevitable unforeseen problems
that occur as an installation takes place. The need for flexibility is often under-
estimated, but this under-estimate can be reduced, in general, by publishing
experiences of past adoptions, highlighting departures from and changes to the
original plan. The other approach to this characteristic of adoptions is to attempt
to reduce the need for flexibility. This is done, of course, through improving the
installation process, improving the ability to plan this process, and reducing the
number of unforeseen problems. Again, the way to do this is by increasing the
- quantity and quality of local expertise. The more experience vendors have, the
fewer problems they will encounter, even when they are customising technology
for idiosyncratic uses.
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Social and cultural attitudes

Generating appropriate attitudes is also elusive. Two concrete steps can be
taken to alleviate particular concerns. Legislation to protect individual and firm
privacy in the face of the information revolution should be put in place early in the
government’s programme. Secondly, studies of the employment effects of infor-
‘mation technology indicate that the concern that IT is employment-reducing
seems to be misplaced.?* The truth of this at a macro level, combined with
demonstrations that IT can be used to increase labour productivity rather than to
replace labour, will be very influential.

' V. THE CHALLENGE OF STANDARDISATION

Standards

To a certain extent, the benefits from government procurement of information
technology discussed above flow virtually automatically to the private sector. The
size of government procurement cannot help but increase local expertise, which
is one of the main obstacles to widespread adoption of IT. In addition, as govern-
ment services are informatised, private agents adopt IT so as to be able to take
full advantage of them.

There is, however, one very serious consideration regarding government
adoption. This has to do with standardisation and choice of technology.? When a
new technology (or family of technologies) appears, there are typically several
variants that perform the same tasks. This often results in a competition among
them for market share. Standardisation occurs if one of the technologies or
standards decisively wins the competition.

Technological competitions have been extensively studied in the economics
literature over the last ten years.2 There are two results common to virtually all
“ the theoretical work: under a wide variety of circumstances a market will lock in to
a single technology; and under an equally wide variety of circumstances a market
can lock in to an inferior technology.?” The basic insight which produces these
results, and which applies to most information technologies, is that as technolo-
gies are used the benefits from using them increase. Thus as more and more
people use a particular technology, it is more likely that other people will adopt it,
or switch to it, and eventually all agents in the economy will have adopted that
technology. Ciearly, when a process like this is taking place, if for some reason an
inferior technology gains a lead in the race for market share, this encourages
people to adopt it, and its lead is increased. A bandwagon can form and future
adopters join it.
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Two types of forces act to create this bandwagon. As discussed above (see
text at and around footnote 11) IT is subject to learning-by-using. This can contrib-
ute to a bandwagon if one technology makes these changes faster than another.
Many information technologies are sufficiently new, particularly in some parts of
the world, that this force can be very potent. Vendors, of course, are particularly
active in this regard, as they have a preference for installing those technologies
with which they have experience, and vendors with more experience will be better
able to make installations that avoid unexpected delays. The second force con-
tributing to bandwagon effects is the existence of externalities in use. A major part
of the benefit from information technologies as a class arises from its ability to
facilitate transfers of information between different actors. This will only happen,
though, if those actors are using compatible systems. If information transfer is a
concern, there are very large advantages to adopting a technology that is compat-
ible (in this sense) with those used by as many other agents as possible. Again,
this has obvious bandwagon-forming tendencies.

The results of the theoretical literature on technology competitions are very
likely to apply to information technology. Given that government is -typically a
large user, and thus its decisions can have large consequences in terms of
pushing the competition towards one or other technology or standard, its choices
must be made very carefully. In this context, government activities can be used in
two equally important ways: to encourage standardisation; and to facilitate the
adoption of a “good” standard.

Encouraging standardisation

Any large or geographically dispersed country must face the issue of market
fragmentation. As discussed above, the value of information technologies
increase to a user as there are more users in the economy. When a country is
large, though, this effect is very likely to be localised — agents interact more
intensively with nearby agents than they do with distant ones. Thus benefits to
using IT increase more dramatically as nearby users adopt than as distant users

“adopt. This consideration obviously feeds into the arguments about standardisa-
tion enunciated above. What it implies is that standardisation can fail to take place
because spatially separate markets follow different paths. One region of a country
can adopt one standard while others adopt another. After all, some regions are
more sophisticated than others, and regions may have distinct needs for the
technology. As each pursues its own technological choice, each gets locked in.28
This describes the history of the Australian railroad system in which three different
track gauges survive. Spatial differences may not be a problem if the economy is
segmented, but as the economy grows, different regions interact more and more
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with each other, and the non-standardisation may become a serious impediment
to the complete exploitation of technological possibilities.

Government activities can have an influence in this situation in two ways. The
first is simply by setting national standards. Because the existence of a standard
reduces risks in adopting IT and makes the necessary decision-making easier,
simply the announcement that there is a national standard that has been
approved by the appropriate standards-making body will encourage agents
throughout the country to adopt the same technology. in this sense, standards act
as a co-ordinating device — agents wish to standardise in order to take advantage
of the technology, but have difficulty knowing which will be embraced. The
announcement removes this uncertainty.?® Setting a standard by fiat, though,
raises all the issues of which standard to embrace, which we discuss in the next
section.° -

The second way in which government activities can have a beneficial effect
arises from its size and geographical extent. The government, because of its size,
can set standards for some technologies simply by the act of adoption. Large-
scale purchases drive the price down, from possible increasing returns and learn-
ing effects, and, for some technologies, desire to communicate with the govern-
ment will encourage other agents to adopt compatible technologies. Because
government operates throughout the country, co-ordination among government
procurement decisions can prevent or reduce the problems that arise from differ-
ent regions following different technological paths.

There are several over-arching activities that must take place if government
actions in this area are to have an effect. The European Commission for example,
sees the importance of (European) economy-wide standards:3' European govern-
ments are urged by the EC to play an active role in verification and certification of
standards. Equally important is the creation of guide-lines forcing procurement to
pay attention to all relevant standards. The effects of government size will be
eliminated if the government acts in a fragmented way. Its ability to exert any
control over the standardisation process demands a certain amount of centralisa-
tion in this regard.®

Which standard?

If procurement is aimed solely at improving the efficiency of services, then

technology choice is relatively straight-forward — choose the technology that will
- provide the desired service most efficiently. This advice is complicated, though, if
possible future developments are considered. It may be that the technology in
question could be used for interaction with other departments at some time in the
future. Here, co-ordination is required. Either both agencies must co-ordinate on a
technology now, in the anticipation of future benefits from inter-operability, or they
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must be willing to pay the costs of acquiring a gateway technology that will let the
two technologies inter-operate. With an active central authority, not necessarily
choosing technologies, but informing different agencies of the importance of co-
ordination and standards, this sort of problem may not be severe.

If procurement is aimed not only at raising the efficiency of government, but
also at facilitating information technology adoption and exploitation in the private
sector, including further development of the technologies, there is another layer of
problems. This has to do with the choice of technology or standard. Clearly, there
is a desire to adopt a good standard; the problem lies in “good”.

Domestic considerations

If the technologies or standards are new, then one of the biggest problems
facing the standard-setting body is in the uncertainty surrounding the candidates.
The characteristics and relative advantages of the technologies are not well-
known, and can only be learned through use. Thus early adoptions of the technol-
ogy not only provide benefits to the adopters, but also provide information about
the properties of the technologies. Unfortunately, while the former is of value to
the adopter, the latter is, generally, not. So while every adoption has two valuable
features — the benefits it provides, and the information it provides — adopters
typically care only about the former. The information-generating aspect of adopt-
ing will be under-valued by the market, the market will under-supply experimenta-
tion early on in the life of a technology, and so will standardise too early.3?
Procurement per se adds to this haste, but, if used carefully, as a tool for experi-
mentation, it can be a mitigating force. If used this way, though, there will obvi-
ously be government adoptions that eventually turn into technological orphans.
Because the goal of increasing the quantity of experimentation lengthens the
competition, there will also be more orphans in the private sector. If the costs of
switching these orphans over to the dominant technology are expected and
planned for, then this approach to procurement can be beneficial to the ultimate
outcome of the standards competition. If not, there is a serious risk of doing long- .
term harm to economic efficiency both in government and in the private sector, as
agents will be technologically isolated from the standard.

These considerations apply most intensely when the technology being con-
sidered is relatively new. Often, however, technologies are well-developed, and
the issue for standards is not one of uncertainty and information, but rather a
question of the relative desirability of different options. This leads to international

considerations. :

216



International considerations

Occasionally the goal of technology policy will be to capture the world market
with a domestic standard. In this case, the role of government activity will be
inverted relative to the previous discussion. To get a good domestic standard,
governments delay the moment of choice in order to gather information. To
capture the world market, domestic standardisation should take place quickly, in
order to build a large installed and manufacturing base, and the standard shouid
be pushed early into the world market. It is, however, relatively uncommon for
governments to be faced with this issue.3 ' '

A more common concern is the loss of control over domestic policy. Global-
isation of the world economy, to which information technology has contributed no
small part, has reduced the range in which domestic policy measures can be
effective. Any decision on a domestic standard must be made in light of its effect
on the ability of domestic firms to interact and/or compete with foreign firms.
_ Choice of a standard for electronic data interchange, for example, will determine
the relative costs of doing business with different overseas firms. As a result of
considerations like this, it is common that the choice of a domestic technology
must be made among several relatively well-developed world standards.

There are two reasons simply to adopt a world standard and force domestic
suppliers to conform. The first is that it will lower costs. If a world standard has
been- written, then it is often the case that considerable development work has
been done in the standardisation process and is relatively public knowledge.
Because this reduces development costs, the costs of adopting the technology
will be lowered. Costs are also lowered by the standard in that several suppliers of
technology will be forced to compete on price.

The second reason to be relatively passive in technology choice has to do
with integration into the world economy. Globalisation has dramatically increased
the importance of international communication. The need for domestic firms to be

able to communicate easily with foreign firms has become much more important

than was the case in the past. Thus a choice of a domestic technology or
standard that does not conform to world standards can harm the interests of
domestic firms. In addition, the existence of a single global market has meant that
export potential is a serious consideration for technology choice. The difficulty of
exporting a non-standard technology was instrumental in the French decision in
the late 1960s to abandon their own nuclear power technology and switch to the
technology that was dominant in the world market. Thus the ability of domestic
policy-makers to control domestic technology choices, either through deliberate
policies or through the side effects of, for example, procurement, has been
severely circumscribed in recent years. No longer can policy-makers simply
attend to the domestic competition in the hopes of achieving a good domestic
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standard. Every decision must now pay attention to its effects on firms’ abilities to
integrate with and compete in the world economy.

- On the other hand, there may be reasons to foster domestic firms and
technology. The most obvious one is the existence of domestic idiosyncrasies. If a
domestic industry has needs that are not satisfied by foreign technologies then,
obviously, a domestic technology must be developed. In this case, all the advan-
tages of government procurement as discussed above can be realised. Growth of
a domestic industry to serve some particular need will, in all likelihood, have
spillover effects into other industries in which domestic idiosyncrasies are less
dramatic, but in which local expertise is still thin. This, of course, is the other

reason to foster domestic industry — simply that this may be the only effective way
of developing domestic expertise. It was stressed above that a major bottleneck in
IT adoption is appropriate human capital, both in the adopting firms and in the
vending firms. This human capital can only be developed with experience, and the
complete absence of a domestic IT-supplying industry will effectively prevent this
experience from accumulating.

There is a dilemma then. Domestic strength on the supply side is necessary
to achieve enablement on the user side. In addition, idiosyncrasies, especially if a
country is small, may not be well-served by international technologies. But econo-
mies of scale in the production of information technologies are such that failing to
adopt world standards and common technologies will significantly raise costs.

A possible way around this dilemma lies in gateway technologies. Gateway
‘technologies are technologies designed io make two apparently incompatible
systems compatible. Effectively, they are translators — they translate information
presented in one standard form into the same information in a different standard
form. The better the gateway, the less information is lost in the translation. In
situations where costs or export potential are the main considerations, then gate-
ways can be used to add functionality to foreign technologies such that idiosyn-
crasies in local needs can be served. On the other hand, where particular domes-
tic needs demand a local technological solution, gateways can be used to provide
interconnectivity with other technologies. In either case, if the development of
gateway technologies is encouraged, adopting a technology based on one con-
sideration, either cost or local needs, need not preclude taking advantage of what
the information technology in general offers in the other domain.

VI. CONCLUSIONS

Several conclusions can be drawn from this study. The general conclusion is
that the priority of the government should be to encourage adoption and diffusion
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of IT-based technologies throughout the economy. There are several means to
this end.

Demonstration

Government projects demonstrate costs and benefits of a technology and,
equally important, how to calculate those benefits before investing.

Skills and knowledge

Government projects can encourage the development of local skill and
knowledge relevant both to the use, and to the development and installation of
information technology. To this end, in some circumstances, the health of the
local supplier industry may be very important.

Market weight

"‘Government must be very careful about the use of its market weight. It has
the power to set standards either de jure or de facto. This is a two-edged sword,
as standardisation in general is a good thing, but there is a risk of setting a bad
standard. There is, further, a difficult trade-off between moving early in order to
get benefits quickly, and waiting for better information before choosing a
standard.

Beach-heads

By providing new services that agents want, government actions will force
individuals to adopt IT in order to make use of these services. This can provide a
basis on which future IT adoptions can be built.

Government co-ordination

To achieve these effects, government actions must be co-ordinated. Different
departments must use the same standards where possible, and provide the same
types of IT-based services throughout the country.

Social and cultural

Governments can help to change attitudes towards IT, particularly in encour-
aging projects that increase labour productivity rather than replace labour. Simi-
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larly, it can ease fears of the new technology through such things as privacy
legislation and education policies.

Open, innovative government

None of the above effects will take place unless the government is open, and
seen as progressive. The main bottleneck is information, and most of the effects
above can be characterised as generating and publicising information. This is of
no value unless the information is seen as trustworthy and valuable.
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Special Issue on
~ Innovation and Standards

~_ New forms of innovation prompt a re-examination of
~ how the strengths and weaknesses of national innovation
systems are diagnosed. This is done in order to guide
policy on supporting innovation and shaping the general
~_ conditions in which scientific and technical knowledge is
_ put to economic use today.
, These general, "framework conditions", range from
- today's emerging global information infrastructures to the
full gamut of regulatory and legal constraints operating at
national and international levels. These include technical
aspects related to standardisation, whose growing
importance illustrates the emergence of new policy issues.
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